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Abstract—This paper introduces a new measurement-based approach to get insights in timing bottlenecks of existing large-scale component-based software systems. As a foundation we formalize a subset of the Message Sequence Charts standards (Z120 and UML2.0) called Timed Message Sequence Charts (TMSC). TMSCs capture the execution of component-based software systems in an intuitive way and are amenable to formal timing analysis. We introduce a scalable heuristics-based technique to automatically infer TMSCs from execution traces. We demonstrate the effectiveness of our approach by automatically computing critical paths in the software of an industrial lithography scanner to identify timing bottlenecks.

I. INTRODUCTION

The foundations of the component-based software paradigm were established in the mid-nineties \cite{4,5} as a successor of the object-oriented paradigm. Nowadays it is in widespread use to address the development, quality and maintenance challenges of large-scale software applications \cite{27}. Example application domains include, but are not limited to, enterprise applications \cite{20}, consumer electronics \cite{26}, avionics applications \cite{25} and cyber-physical systems such as interventional X-ray machines \cite{15} and lithography equipment \cite{18}. The component-based software paradigm advocates system decomposition in independent and reusable components encapsulating functionality and offering well-defined services on their external interfaces. Components are independent in the sense that they can be developed and maintained by different development teams, allow heterogeneity in terms of their programming languages, and can be independently deployed on heterogeneous and distributed execution platforms. Reusability is an important characteristic of software components, allowing their services to be reused by different applications.

The benefits of reduced lead time and enhanced quality and maintenance of component-based software engineering \cite{27}, do not come for free. Major challenges arise when it comes to performance engineering. Getting insight in the performance (response time, throughput, resource utilization) of an instantiated component is challenging, because it depends not only on the component implementation, but also on the context the component is deployed into \cite{13}. Context factors include the functions (services) a component requires from other components, resource contention on the execution platform on which it is deployed, and the parameters used to invoke the services of the component \cite{13}. Although many performance prediction and measurement approaches have been proposed in the past, none of the approaches has gained widespread industrial use due to still immature component performance models, limited tool support, and missing large-scale case study reports. Many companies still rely on personal experience and hands-on approaches to deal with performance problems instead of using engineering methods \cite{13,23}.

This paper introduces a new measurement-based approach to get insights in timing bottlenecks of existing large-scale component-based software systems. We choose Message Sequence Charts (MSCs) to form the foundation of our approach. The reason is that Message Sequence Charts (MSCs) are standard化的 by the International Telecommunication Union \cite{24} and by the UML2.0 community \cite{22}, i) represent the communication behaviour between components in an intuitive manner, and iii) are accepted and widely used in industry to specify and analyze the communication behaviour of components \cite{16}.

The contributions of this paper are as follows:

1) We introduce and formalize Timed Message Sequence Charts (TMSCs) including a subset of the features in the spirit of the standards (Z120 \cite{24} and UML2.0 \cite{22}), in such a way that they are amenable to formal timing analysis. We extend the work of \cite{1} with explicit absolute timing of events and hierarchical nesting of functions. We further incorporate a notion of timing constraints as in the work on timed High-level Message Sequence Charts \cite{19}.

2) We introduce a scalable heuristics-based technique to automatically infer TMSCs from measured execution traces.

3) We demonstrate the effectiveness of our approach by automatically computing and visualizing critical paths in the software of an industrial lithography scanner to identify timing bottlenecks.
The paper is organized as follows. Related work is discussed in Section II. In Section III Timed Message Sequence Charts are introduced and formalized. We further define the notion of critical path in TMSC to facilitate the case study. In Section IV we introduce a heuristics-based approach to automatically infer TMSCs from execution traces. The effectiveness of the approach is demonstrated in Section V, where it is applied to identify timing bottlenecks in industrial lithography scanners of ASML. In Section VI, conclusions are drawn and challenges for future work are identified.

II. RELATED WORK

We target models that capture timed executions of component-based software systems in an intuitive way and are amenable to formal timing analysis and optimization. This implies that, next to capturing absolute timing, models should be able to express nested function executions in components and remote function calls across components.

Recent advances in model inference and formal analysis for timed systems are based on task precedence graphs [9], [10]. Task precedence graphs naturally capture system executions and their visualizaion in Gantt charts and support a plethora of formal techniques including critical path analysis, timed model checking and scheduling. Nested function executions and remote function calls can, in principle, be encoded in task precedence graphs, but this leads to awkward models that are hard to understand and analyze.

Message Sequence Charts (MSCs) are a better fit to capture timed executions of component-based software systems. The UTI Z.120 [24] and UML2.0 [22] standards support the specification of timing, nesting function executions and remote functions calls, but these standards are too broad for our purpose and do not support the timing bottleneck analysis (such as critical path analysis) that we target. We therefore aim at a formalization of a concise subset of the standards that, next to bottleneck analysis, allows for automated model inference.

Most existing formalizations of MSCs are untimed, such as the formalization by Alur and Yannakakis [1], the formalization of Hierarchical Message Sequence Charts (HMSCs) by Mauw [21], and Live Sequence Charts (LSCs, capturing liveness properties of events) by Damm [6]. These formalizations come with corresponding inference techniques. For instance in the work of Kumar [14] HMSCs are mined from a set of execution traces, and in the work of Lo [17] LSCs are inferred from traces.

A timed formalization of HMSCs is introduced by Lucas [19]. In this formalism, timing constraints between events are included to specify timing intervals in which events should take place with respect to their predecessor(s). The formalism does not support the specification of absolute timing of events and does not allow nested function executions to be expressed.

Various visualization methods exist to express the execution of activities (in our context, functions). A widely used method is the use of Gantt charts [3]. Gantt charts show activities executed on resource in time. Although modern Gantt charts also shown dependencies, they do not represent call stacks or nested execution of functions. An intuitive visualization of call stacks is introduced by Gregg in his work on visualizing CPU profiling data, known as flame graphs [8]. In such graphs, the nesting of function calls is explicitly shown in an intuitive way. Flame graphs however abstract away from time and the ordering of function calls that occur during the execution.

In the development of TMSCs that we introduce in this paper, we were strongly inspired by the work of Alur and Yannakakis [1] and have used this work as a basis for our formalization. In addition, we incorporate the concept of timing constraints as introduced in the work of Lucas [19]. As a basis for visualizing the nesting of functions, we are inspired by flame graphs [8].

III. TIMED MESSAGE SEQUENCE CHARTS

A. Informal introduction

We consider the run-time execution of a component-based software application and represent it as a TMSC. We start with an example to give a taste of the involved concepts and notations, after which we give a formal definition in the next subsection. The example is presented in Fig. 1, showing a simplification of the case study, discussed further in Section V. The picture shows on the vertical axis components $C_1$, $C_2$ and $C_3$, each of which executes functions and exchanges messages at different moments in time. The horizontal axis on the bottom of the figure displays the time during which functions are executed and at which times messages are sent and received. With every function execution we associate a start event, shown as an open circle and a finish event, shown as a closed circle. Events occurring on the same component are totally ordered, whereas events across components are partially ordered according to the message exchanges between components. Start and finish events have unique labels, but for reasons of brevity these labels are omitted from the picture.

Function executions are shown as rectangles labeled with the names of the functions that are executed. For instance, on component $C_1$ function $f_1$ is executed, starting at time 0 and finishing at time 19. Functions can be executed within the context of another function representing nested local function calls. In the figure, nesting is represented by positioning the function execution being invoked on top of the function that invokes it. In the figure, the execution of function $f_1$ involves repeated executions of functions $f_1$, $f_2$, $f_3$ and $f_4$. A function that is nested in another function must always start no sooner and finish no later than the function it is nested in. This ensures that the call stack is well-formed. The ‘bottom’ of the call stack represents the function that is executed on behalf of another component. Such an execution must be finished before another call can be serviced. Hence, components can only serve one remote function call at a time.

Components can exchange messages. These are shown as directed arrows labeled with a message name. For instance, upon the start of function $f_1$, component $C_1$ sends message $g_1^\text{call}$ to $C_2$, which signifies the start of the execution of function $g_1$. After completion of this execution, component
C_2 return reply message \( g_1^{\text{reply}} \) to \( C_1 \). This communication pattern encodes a remote function call. Arrows representing message exchanges always leave from (start or finish) events and terminate at (start or finish) events. Exchanging a message takes some amount of time. This time is indicated as a label of the message exchange. For instance, the leftmost message exchange between the start events of \( f_1 \) and \( g_1 \) is labelled 0.1. This indicates that the start of \( g_1 \) cannot occur earlier than the start time of \( f_1 \) plus 0.1 time units. In the figure, \( g_1 \) starts precisely 0.1 time units after the start of \( f_1 \), but in general this does not be the case. The time label encodes a lower bound timing constraint.

Fig. 1 shows three different types of remote function calls that are supported by many component-based software frameworks. In this paper, we only discuss these patterns, albeit that in practise other patterns also exist. The first type is exemplified by message \( h_1^{\text{call}} \) between components \( C_2 \) and \( C_3 \). This type of remote function call is called a trigger. The sender of such a trigger does not expect a reply and can thus continue its execution. The second type is a blocking call, an example of which is shown by messages \( h_2^{\text{call}} \) and \( h_2^{\text{reply}} \) between \( C_2 \) and \( C_3 \). A blocking call starts with a message between the start events of both functions and ends with a message between the end events running in the opposite direction. Here, the caller is waiting idly for a response from the callee. The third type is a non-blocking call, exemplified earlier as message \( g_1^{\text{call}} \) followed by message \( g_1^{\text{reply}} \). Upon calling function \( g_1 \), \( C_1 \) continues executing functions \( f_2 \) and \( f_3 \), where \( f_3 \) is a call that idly waits until the reply \( g_1^{\text{reply}} \) from \( C_2 \) has been received. Notice that TMSCs do not support explicit concepts to express function call patterns. All these patterns can however be expressed in terms of the primitive formal concepts that are offered by TMSCs and will be explained in the next section.

### B. Formal definition

We assume a set \( \mathcal{E} = \mathcal{C} \times \mathcal{F} \times \mathbb{N}^+ \times \mathcal{S} \times \mathbb{R}_0^+ \) of events, where, \( \mathcal{C} \) is a set of component labels, \( \mathcal{F} \) is a set of function labels, \( \mathbb{N}^+ \) is the set of positive natural numbers, \( \mathcal{S} = \{ \uparrow, \downarrow \} \), and \( \mathbb{R}_0^+ \) is the set of non-negative real numbers. If \( e = (c, f, i, s, t) \in \mathcal{E} \) and \( s = \uparrow \), then \( e \) denotes the start event of the \( i^{\text{th}} \) execution of function \( f \) on component \( c \) occurring at time \( t \). Similarly, if \( s = \downarrow \), then \( e \) denotes the finish event of the \( i^{\text{th}} \) execution of function \( f \) on component \( c \) occurring at time \( t \). We further use \( c(e), f(e), i(e), s(e) \) and \( t(e) \) to refer to \( c, f, i, s \) and \( t \) respectively. We let \( \mathcal{M} \) denote the set of message labels that appear on the messages exchanged between components. We are now able to define the concept of TMSC.

**Definition 1** (TMSC). A TMSC is a three-tuple \((E, \rightarrow, m)\), where

- \( E \subseteq \mathcal{E} \) is a set of events;
- \( \rightarrow \subseteq E \times \mathbb{R}_0^+ \times E \) defines a timing constraint relation between events, and
- \( m: \rightarrow \rightarrow \mathcal{M} \) is a partial function that maps the timing constraint relation to messages.

For convenience we write \( e_1 \overset{d}{\rightarrow} e_2 \) to denote that \((e_1, d, e_2) \in \rightarrow \). The interpretation of timing constraint \( e_1 \overset{d}{\rightarrow} e_2 \) is that event \( e_2 \) will not occur earlier than \( d \) time units after the occurrence of \( e_1 \), i.e. \( t(e_1) + d \leq t(e_2) \). TMSCs have to satisfy a number of conditions. Before these conditions are given, we define the concept of path.

**Definition 2** (Path). A sequence of events \( e_0 e_1 \cdots e_n (n \geq 1) \) of events is called a path if and only if \( e_0 \rightarrow_1 e_1 \rightarrow_2 \cdots \rightarrow_n e_n \) for some \( d_1, d_2, \cdots, d_n \in \mathbb{R}_0^+ \). We write \( e_0 \rightarrow^+ e_n \) if and only if there is a path \( e_0 e_1 \cdots e_n \) such that \( c(e_0) = c(e_1) = \cdots = c(e_n) = c \), we write \( e_0 \rightarrow_0^+ e_n \).

**Definition 3** (TMSC conditions). A TMSC \((E, \rightarrow, m)\) satisfies each of the following conditions:

1) Relation \( \rightarrow^+ \) is a strict partial order on \( E \) and relation \( \rightarrow_0^+ \) is a strict total order on \( E_0 = \{ e \in E \mid c(e) = c \} \). This implies that no cyclic paths exist and that between any two events occurring in a component a path exists that runs completely through that component.

2) If \((c, f, i, s, t) \in E \) and \((c, f, i, s, t') \in E \), then \( t = t' \). This implies that an event is uniquely identified by its component name, function name, index \((i)\) and event type \((\uparrow \text{ or } \downarrow)\). For this reason event \((c, f, i, s, t)\) will be conveniently referred to by expression \( c.f(i)^{s} \).

3) If \( c.f(i)^{s} \in E \), then for all \( 0 < j < i \) an event \( c.f(j)^{s} \in E \) exists such that \( c.f(j)^{s} \rightarrow_0^c c.f(i)^{s} \). This implies that \( c.f(i)^{s} \) refers to the start/finish event of the \( i^{\text{th}} \) execution of function \( f \) on component \( c \).

4) \( c.f(i)^{\uparrow} \in E \) iff \( c.f(i)^{\downarrow} \in E \), and for all \( c.f(i)^{\uparrow}, c.f(i)^{\downarrow} \in E \), \( c.f(i)^{\uparrow} \rightarrow_0^c c.f(i)^{\downarrow} \). This implies that a start event and consecutive end event always come in a pair, together representing a function execution.

5) For all \( c.f(n)^{\uparrow}, c.f(n)^{\downarrow}, c.g(m)^{\uparrow}, c.g(m)^{\downarrow} \in E \), if \( c.f(n)^{\uparrow} \rightarrow_0^c c.g(m)^{\downarrow} \) and \( c.g(m)^{\uparrow} \rightarrow_0^c c.f(n)^{\downarrow} \), then \( c.g(m)^{\uparrow} \rightarrow_0^c c.f(n)^{\downarrow} \). This implies that functions are nested in a proper way, yielding well-formed call stacks.

6) For all \( e_1, e_2 \in E \) and \( d \in \mathbb{R}_0^+ \) if \( e_1 \rightarrow_0^c e_2 \) then \( t(e_1) + d \leq t(e_2) \). This implies that all timing constraints are met.

The example shown in Fig. 1 is consistent with the definitions 1 and 3, albeit not all concepts are visualized in the
picture. Event tuples are not explicitly shown, but these can be conveniently referred to by the corresponding expressions. For instance the leftmost event on component $C_l$ is referred to by expression $C_l.1(l)^\uparrow$. To prevent clutter, the timing constraint relations $\rightarrow^+_{e_1} \rightarrow^+_{e_2}$ and $\rightarrow^+_{e_3}$ are omitted from the picture.

For instance, the time constraint $C_l.1(l)^\uparrow \rightarrow^+_{0.2} C_l.f_1(1)^\uparrow$ exists, which models the part of the execution of function $l$ starting from event $C_l.1(l)^\uparrow$ and ending at event $C_l.f_1(1)^\uparrow$ and having execution time 0.2. As another example, time constraint $C_l.g(1)^\uparrow \rightarrow^+_{0.1} C_l.g(2)^\uparrow$ exists. This constraint is required because of condition 1 in Definition 3. The time value of this constraint is 0, indicating that event $C_l.g(2)^\uparrow$ could start immediately after $C_l.g(1)^\uparrow$. According to condition 6 in Definition 3, any other value between 0 and $t(C_l.g(2)^\uparrow) - t(C_l.g(1)^\uparrow)$ would also be possible. The fact that event $C_l.g(2)^\uparrow$ does not start immediately is due to time constraint $C_l.f(2)^\uparrow \rightarrow^+_{0.1} C_l.g(2)^\uparrow$. Notice that both messages between components and the ordering of events on components are captured by the same time constraint concept. Timing constraints that capture message exchanges between components can be given a message name.

C. Critical-path analysis

In Section V we illustrate the effective use of TMSCs by performing critical path analysis in the software execution of an industrial lithography scanner. In this section, we will therefore define the notion of critical path on TMSCs.

Any two events in a TMSC can be related by a timing constraint. For instance, constraint $e_1 \rightarrow^d_{d} e_2$ implies that event $e_2$ cannot happen earlier than $d$ units of time after the occurrence of $e_1$. In case event $e_2$ occurs precisely at time $t(e_1) + d$, the constraint is critical in the sense that a slight increase in $t(e_1)$ or $d$ would render the constraint to be unsatisfied. Only if $e_2$ would be shifted in time the constraint could be satisfied again. Such a shift would not be necessary in case $t(e_2) > t(e_1) + d$. Conversely, there where $t(e_1) + d$ is smaller than $t(e_2)$, a similar increase in $t(e_1)$ or $d$ would not lead to a shift in time for $t(e_2)$. Therefore, in such a case $e_1 \rightarrow^d_{d} e_2$ is not critical.

Definition 4 (Critical timing constraint). $e_1 \rightarrow^d_{d} e_2$ is critical iff $t(e_1) + d = t(e_2)$.

Since a slight increase in $t(e_1)$ or $d$ implies an increase in $t(e_2)$ for a critical timing constraint, this increase in $t(e_2)$ propagates across any critical timing constraint starting in $e_2$. Based on this intuition, we define the notions of critical path and maximal critical path.

Definition 5 ((Maximal) Critical path). A path $e_0; e_1; \cdots ; e_n$ is a critical path iff for each $i$ such that $0 \leq i < n$, there exists a $d_i \in \mathbb{R}_0^+$ such that $e_i \rightarrow^d_{d} e_{i+1}$ is a critical timing constraint. A critical path $e_0; e_1; \cdots ; e_n$ is called a maximal critical path iff no $e \in E$ and $d \in \mathbb{R}_0^+$ exist such that $e \rightarrow^d_{d} e_0$ is a critical timing constraint.

Algorithm 1 critical_path($E$, $\rightarrow$, $m$, $e$)

Require: TMSC ($E$, $\rightarrow$, $m$, $e \in E$)

Ensure: Set $\Pi(e)$ containing all critical timing constraints that appear in any maximal critical path towards $e$

1: initialization: $\Pi(e) \leftarrow \emptyset$; $S \leftarrow \langle \rangle$; $E' \leftarrow \emptyset$
2: $S$, push($e$)
3: while $S$ not empty do
4: $\quad e' = Q$.pop()
5: for all $e'' \in E$ such that $e'' \rightarrow e'$.do
6: if $e'' \notin E'$ and $t(e'') + d = t(e')$ then
7: $\quad E' \leftarrow \{e''\} \cup E'$
8: $\quad S$, push($e''$)
9: $\quad \Pi(e) \leftarrow \{e'' \rightarrow d\} \cup \Pi(e)$
10: end if
11: end for
12: end while
13: return $\Pi(e)$

We are interested in all maximal critical path(s) towards (that finish in) a specific event. In general this set can grow exponentially in the size of the TMSC. Marking the events and timing constraints that are part of any of the maximal critical paths can however be carried out in linear time by traversing all incoming critical timing constraints starting from that specific event. Algorithm 1 illustrates how to compute the set of critical timing constraints that are part of any maximal critical path towards a given event $e$. A depth first search is used to traverse through all incoming critical timing constraints. We start by initializing a stack and push event $e$ onto the stack (lines 1 and 2). While there are events on the stack (line 3), we take the element on the top of the stack and check all its incoming timing constraints (lines 4 and 5). For all such timing constraints which are critical, a source event is pushed on the stack and the timing constraint is added to the output set. To prevent visiting the same event multiple times, we only add events to the stack we haven’t seen before. (lines 6 through 9). The complexity of the algorithm is linear in the total number of events in the maximal critical path(s) times plus the timing constraints towards any such event.

A TMSC contains information about time stamps of events, while this information is not available for classical critical path algorithms based on task dependency graphs [12]. These algorithms compute the earliest start time (EST) and latest finish time for each task (LFT), as well as the slack for each task in the graph. Therefore, the time complexity of classical critical path algorithms is linear in the total number of edges and vertices of the task dependency graph. The critical path algorithm on TMSCs is also linear, but in the total number of edges (timing constraints) and vertices (events) that actually appear in the critical path(s), and with a worst-case complexity equal to the complexity of classical critical path algorithms in the case that all timing constraints are critical.

We illustrate critical paths on TMSCs using the example from Fig. 1. Fig. 2 illustrates the critical path towards event...
**A. Execution traces**

In this section, we first identify the required information to be traced to infer a preliminary TMSC. Events are generated by instrumenting the software code at the start and end of every function call. This additional code is used to generate a trace of records. Each record contains the following information:

- a **timestamp** corresponding to the time that the event occurred;
- a **component label** corresponding to the component that generated the event;
- a **function label** corresponding to the function associated with the event;
- a **start/finish label** corresponding to the start or end of the function associated with the event;
- optionally, a **message label**, an **identifier** (unique to a message exchange) and a **type** (send or receive).

We assume that the ordering of records in the trace respects the ordering in which the records were generated. This means that the ordering of starting and finishing function executions per component is preserved in the trace. Further, a record that encodes the sending of message always precedes the record that encodes the corresponding message reception. In addition, we assume the time stamps of records to be non-decreasing.

Following Definition 1, the preliminary TMSC is of the form \((E, \rightarrow, m)\). For each record in the trace we construct a tuple \((c, f, i, s, t)\) and add it to the set \(E\) of events. The values for \(c, f, s\) and \(t\) are derived directly from the record. The index \(i\) is derived from the ordering in which the records occur in the trace.

Relation \(\rightarrow\) is derived in two steps. First the timing constraints between events occurring on the same component are related. For each pair of subsequent records related to the same component, a timing constraint between the corresponding
events, say \( e_1 \) and \( e_2 \), is added. This timing constraint is of the form \( e_1 \xrightarrow{t(e_2)−t(e_1)} e_2 \). Notice that this timing constraint satisfies condition 6 of Definition 3, and furthermore is critical (see Definition 4). Second the timing constraints that are imposed by message exchanges are derived. For each pair of records in the execution traces with the same identifier, we add a timing constraints from the send event, say \( e_3 \), to the receive event, say \( e_4 \), namely \( e_3 \xrightarrow{t(e_4)−t(e_3)} e_4 \). It is assumed that records with the same identifier also carry the same message label. This message label is added to the newly added constraint through \( m \).

As an example, we show in Fig. 3 in a tabular form a trace of records corresponding to the TMSC of Fig. 1. The trace records correspond to the first nine and the last event shown in Fig. 1. For instance, the first record in the trace corresponds to the start of the execution of function \( l \) on component \( C_1 \) at time 0.

Fig. 4a shows the events inferred from the trace. For example, event \((C_1, l, 1, \uparrow, 0)\) corresponds to the first record in Fig. 3. Fig. 4b shows the timing constraints inferred from the trace of records, where events are referred to by their expressions. The first timing constraint that is inferred from the trace is \( C_1 \xrightarrow{l(1)\uparrow} C_1, f_1(1)\uparrow \). As described before, the time label 0.2 is computed as the time difference between the occurrences of both events, i.e. \( t(C_1, f_1(1)\uparrow) − t(C_1, l(1)\uparrow) \). The second timing constraint in Fig. 4b is associated with the message exchange of message \( g_1^{\text{call}} \) between components \( C_1 \) and \( C_2 \). Therefore, in addition to the timing constraint \( C_1, f_1(1)\uparrow \xrightarrow{0.1} C_2, g_1(1)\uparrow \), we also set the message label \( m(C_1, f_1(1)\uparrow \xrightarrow{0.1} C_2, g_1(1)\uparrow) \) as \( g_1^{\text{call}} \).

**B. Heuristics to deal with missing events**

Trace data may be incomplete in the sense that the trace may only contain information corresponding to a particular execution window in time. This implies that it may contain start event records without the corresponding finish event records, or vice versa. A preliminary TMSC inferred from such a trace does not property 4 of Definition 3. This can be remedied in two ways. The first approach is to discard records for which the counterparts are missing. Discarding such records leads to a valid preliminary TMSC. Another approach is to add missing records. For start event records that miss corresponding finish event records, these finish event records are included at the end of the trace in an order that reverses the order of the corresponding start event records. The time stamp of the additional records is set to the time stamp of the final record in the trace. Likewise, start event records are included at the start of the trace for all finish event records (that miss their counterpart), again in reversed order. The time stamp of the additional records is set to the time stamp of the first record in the trace. Adding records in this manner results in a valid preliminary TMSC.

**C. Heuristics to deal with untraced components**

It may not be possible to trace every component in a software application in practice, e.g. because available platforms do not offer appropriate tracing facilities (such as LTTng [7]). This may result in traces in which messages are not paired, i.e. in which only the sender or only the receiver of a message is recorded. There are two methods to deal with untraced components. The first approach is to ignore records with missing counterparts, and discard the message exchange. Doing so will ensure the validity of the conditions in Definition 3. The second approach is to insert a record corresponding to the missing record, giving it the same time stamp as its counterpart, and assign it a placeholder component label and function name based on the message label. A schematic view of this case in the form of a TMSC is given in Fig. 5. Here \( C_{g_1} \) represents an untraced component inferred from the \( g_1^{\text{call}} \) and \( g_1^{\text{reply}} \) messages. \( C_{g_1} \) executes the function \( g_1 \) corresponding to the message exchanges which are depicted by the arrows. Such a TMSC satisfies all conditions of Definition 3.

The decision to use one approach over the other depends on the assumptions one wants to make about the untraced component. The difference between the approaches become apparent in case we would like to perform timing variability analysis. In the first approach the untraced components are assumed to be non-critical for the timing behaviour of the traced components, while in the second approach they are assumed to be critical. Assume for instance that the first execution of function \( g_1 \) in Fig. 5 would take more time. In the
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**Fig. 4:** The events (a) and timing constraints (b) inferred from the trace of Fig. 3.
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**Fig. 5:** The first two iterations from the example in Fig. 1, assuming \( C_2 \) and \( C_3 \) are not traced.
first approach, the executions on $C_1$ would remain the same, while in the second approach the first execution of $f_4$ together with all its successors would shift in time.

D. Heuristics for message exchanges

In Section III-A we discuss three distinct remote function call patterns that are common in component-based software systems. These patterns concern the trigger, blocking call, and non-blocking call patterns, and are depicted in Fig. 6. Events with two incoming timing constraints together with their source events are emphasized in (solid and dashed) ellipses. Recall that the values on the timing constraints are not measured in our approach. The reason is that these are very difficult to obtain in practise. In the preliminary TMSC the incoming timing constraints are determined to be critical. This is not realistic, since we would expect only one of these constraints to be critical. Therefore, we use a heuristic approach to determine more realistic constraints. This heuristic approach has turned out to work well in our industrial case study, see Section V.

To explain how to determine the critically in a more realistic way, we first consider the case of the trigger pattern in Fig. 6a. In this pattern we have two timing constraints $e_1 \xrightarrow{d_1} e_3$ and $e_2 \xrightarrow{d_2} e_3$ ending in $e_3$. Value $d_1$ represents the setup time, i.e. the time between finishing the function execution (denoted by event $e_1$) and the earliest start of the subsequent execution. Value $d_2$ represents the communication time, i.e. the time between sending a message (at the occurrence of event $e_2$) and the reception thereof. In our approach $d_1$ and $d_2$ are initially set to $t(e_3) - t(e_1)$ and $t(e_3) - t(e_2)$ respectively. Assume that in reality, these timing values are given by $d_s$ and $d_c$ respectively. To determine the criticality of $e_1 \xrightarrow{d_1} e_3$ and $e_2 \xrightarrow{d_2} e_3$, we assume a bound $\epsilon \geq 0$ such that $d_s, d_c \leq \epsilon$. We then adjust the values $d_1$ and $d_2$ according to the following assignments:

\[
\begin{align*}
    d_1 & := \min(d_1, \max(d_2, \epsilon)), \\
    d_2 & := \min(d_2, \max(d_1, \epsilon)).
\end{align*}
\]

From the new value for $d_1$ it follows that the timing constraint $e_1 \xrightarrow{d_1} e_3$ is critical if and only if $t(e_3) - t(e_1) \leq t(e_3) - t(e_1)$ or $t(e_3) - t(e_1) \leq \epsilon$. Similarly, from the new value for $d_2$, the timing constraint $e_2 \xrightarrow{d_2} e_3$ is critical if and only if $t(e_3) - t(e_2) \leq t(e_3) - t(e_2)$ or $t(e_3) - t(e_2) \leq \epsilon$. In other words, the timing constraint with the smaller (or equal) difference in time between source event and target event is always critical, and both are critical if both values are smaller than or equal to the bound $\epsilon$ on $d_s$ and $d_c$. Notice that for the case where $\epsilon = 0$, $d_s$ and $d_c$ are assumed to be negligible compared to the function execution times and criticality depends only on comparing the values $d_1$ and $d_2$.

Now that we have considered the case of the trigger pattern, we will consider the other patterns in Fig. 6. With respect to the blocking (b) and non-blocking (c) patterns we notice that the timing constraints depicted in the solid ellipses are identical to those of the trigger pattern, and can therefore be treated in the same way. In both the blocking and non-blocking patterns another event exists with two incoming timing constraints. These are depicted in the dashed ellipses. In these cases one of the timing constraints still involves a communication time, while the other timing constraint concerns the waiting time for a message to arrive. Determining the criticality for these cases follow the exact same line of reasoning as that of the trigger pattern. Computing the timing values of the constraints is therefore performed in the same way as described above for this pattern. Notice that for the blocking call (case (b)), this leads to the message exchange containing the reply message to always be critical.

V. Case-study

We perform a case study in the application domain of lithography. Lithography scanners are highly complex cyber-physical systems used to manufacture integrated circuits [2], [11]. In the next section we first give an overview of lithography scanners and identify the challenges to further improve these scanners, followed by applying the techniques introduced in this paper on an execution trace from an ASML test bench.

A. Lithography scanners

Lithography scanners use an optical system to project an image of a pattern on a quartz plate, called the reticle, onto a photosensitive layer on a substrate, called the wafer. Since one wafer can contain many ICs, typically 100 or more, the wafer needs to be repositioned from exposure to exposure. Exposures take place during scanning motions of the wafer, as illustrated in Fig. 7 (taken from [2]). A wafer is divided in image fields, which are scanned one by one according to a Step and Scan pattern. Each physical Step and Scan action involves a motion

Fig. 6: Trigger (a), blocking call (b) and non-blocking call (c) patterns.

Fig. 7: A schematic overview of a wafer being exposed. Redrawn from Figure 15 in [2].
A violation of this timing requirement, may result in a Scan action that is not immediately followed by a next Step action.

Fig. 8 shows an example of this in which actions Scan(4) and Step(5) are not concatenated.

Due to resource contention $T_C(i)$ can vary for different values of $i$, even to such extent that the timing requirement is occasionally violated. To make the system robust against such sporadic deadline violations, the queue depth can be increased. An increase of this queue depth, however, enlarges the time difference between the moment of taking a snapshot of the system state and actuating the system, which decreases accuracy. Hence a delicate trade-off exists between system throughput and system accuracy. Determining the bottlenecks that cause sporadic deadline violations thus allows the system accuracy to be improved without sacrificing throughput. In the next section, we show how critical path analysis on automatically inferred TMSCs supports pinpointing these bottlenecks in a systematic way.

B. Inference and analysis results

We implemented the code instrumentation and inference techniques introduced in this paper in a proprietary tool. We limit ourselves to the system controller which runs on a Linux-based multi-core system and use LTTng [7] to efficiently retrieve execution traces from ASML test benches. The test involves the exposure of 70 wafers and involves 396 software components. The TMSC contains 48.7 million events, 24.3 million function execution, and 60.4 million timing constraints of which 11.7 million involves message exchanges. In the inference of the TMSC we chose $\epsilon = 0$ (see Section IV-D), since the communication, setup and waiting times are negligible (and thus almost the same) compared to the execution times of functions. Obviously, the inferred TMSC is too large to be visualized completely. Therefore we focus on a few setpoint adjustment computations and some of the involved software components.

An anonymized screenshot of the tool is shown in Fig. 9. At the bottom of the TMSC, the compute, queue and retrieve actions are annotated using the same coloring as in Fig. 8. $C_1$ denotes the component executing the expose control loop function. The figure shows six setpoint adjustment computations. The duration of the fifth computation exceeds the deadline,
i.e. $T_C(5) > T_{SS} - T_O$. Here $T_C(5)$ denotes the execution time of the fifth compute action ($C(5)$) relative to the start of the screenshot. Notice that this deadline violation results in the next setpoint computation to be executed immediately after queue action $Q(5)$ was performed.

To understand why the deadline of $C(5)$ was missed, we compute the critical path towards the finish event of $C(5)$ (on component $C_1$). The resulting critical path is shown as a red line in Fig. 10, starting from the start event of $C(5)$ (also on component $C_1$). Just after the start of $C(5)$, $C_1$ sends a trigger to $C_2$, followed by a blocking call to $C_2$. The is also is illustrated schematically in the TMSC embedded in the picture, which is similar as the running example of Fig. 1. Notice that the tail of the execution of $C(5)$ is not shown in this embedded TMSC. It turns out that the execution of the triggered function by $C_2$ takes an exceptionally large amount of time compared to the executions in the other setpoint adjustment computations. As a result, the execution of the blocking call is pushed forward in time delaying the finish event of the blocking call in $C_1$. This blocking call is therefore delayed due to component contention.

Notice that for reasons of confidentiality and clarity we have only been able to show the anonymized TMSC and critical path of a tiny part of the execution of the wafer exposure application. The approach, however, allows us to efficiently compute the critical path for any part of the measured application run and visualize the results.

VI. CONCLUSIONS

We presented a measurement-based approach based on Timed Message Sequence Charts (TMSCs), to analyze and visualize the timed behaviour of large-scale component-based software systems. A heuristic approach to automatically infer TMSCs from execution traces is presented together with a technique to compute critical paths in TMSCs.

We validated the technique on an industrial-sized wafer scanner application of ASML. The inferred TMSC involved 396 software components executing 24 million functions and exchanging 12 million messages. Discovering potential timing bottlenecks in a wafer scanner application has turned out to be very complex in practice. The TMSC approach presented in this paper is a step forward towards finding bottlenecks more efficiently. As such, the approach is very well-received by the developers community of ASML, not least because of its scalability, level of automation, and intuitive nature. The approach allows them to significantly reduce the time to narrow down potential timing bottlenecks.

The presented work establishes a sound foundation for more advanced analysis techniques. An example of such a technique is scalable robust model checking, i.e. timed model checking in the presence of timing variations in the application. In addition, we are interested in automated bottleneck analysis in case of timed property violations. Another topic of interest concerns automated mapping and scheduling techniques that guarantee the satisfaction of robust timing requirements.
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Fig. 10: A more detailed view of Fig. 9, showing the critical path for the fifth setpoint adjustment computation.