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Abstract—Bluetooth Mesh (BM) is one of the promising
networking technologies for Internet-of-Things (IoT) networks
released by Bluetooth SIG in 2017. BM provides a protocol for
multi-hop scalable networking of IoT devices over the widely-
used Bluetooth Low Energy (BLE) technology. However, the
capabilities and limits of this technology are not fully studied
to determine the IoT applications for which this technology
can be used. One of the barriers towards this is the lack of
a suitable BM network simulator for performance investigations
under various conditions and settings. This paper presents a
full-fledged open-source event-driven simulator (BMSim) for
the performance evaluation of BM networks. The accuracy of
the developed simulator is verified by real experiments. Also,
BMSim is used to perform a comprehensive investigation of the
performance of the BM protocol in various network conditions
and configuration settings. The impact of several configuration
parameters on the BM network performance is studied. Since the
simulator is capable of simulating dynamic networks and run-
time configurations, a BM network with node mobility is also
investigated. The results reveal the importance and necessity of
proper BM parameter configuration mechanisms to achieve the
required quality-of-service and network efficiency.

Index Terms—Bluetooth Mesh, BLE, Network simulator, Per-
formance study, BMSim.

I. INTRODUCTION

In the Internet of Things (IoT) era, millions of smart devices
around the world are getting connected. A variety of applica-
tions are relying on the IoT concept for their true operation.
Examples are health, transportation, industrial automation, and
environment monitoring [1]. The communication technologies
for IoT are divided into two categories: short-range tech-
nologies like Wi-Fi, Zigbee, Thread, Bluetooth Low Energy
(BLE) [2], and long-range technologies such as LoRA and
NB-IoT. The availability of the BLE transceivers in almost all
daily-used smart devices (e.g., smartphones and tablets) has
made it very widely used and accessible [3]. BLE utilizes star
topology for communications, making the implementation and
setup of BLE networks simple and straightforward. In many
applications in which short-range communication, low-energy
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consumption, and a reliable connection are required, BLE is
a very promising option. Examples of this include monitoring
the patients’ vital signals [4].

Using star topology and lack of multi-hop communication
cause limitations for the applicability of BLE in many ap-
plication domains. The limitation in the number of devices
in a BLE network adds to this limitation for large-scale net-
working. Therefore, Bluetooth SIG released Bluetooth Mesh
(BM) [5] in 2017 extending the single-hop BLE to a multi-
hop mesh networking solution. The mesh stack sits on top of
the physical and data link layers of BLE, using a managed
flooding mechanism in the network layer [6]. Robustness,
easy implementation, and reliable end-to-end data delivery
are advantages of the managed flooding mechanism used
in the BM network layer. It is of high interest for many
applications to adopt BM technology, due to the high number
of connectable devices and improved communication range.

BM networks are rather new networks with high expected
potential for many IoT applications. However, their behavior
under various conditions and their performance limitations
need to be extensively investigated before their wide adoption
in such applications. Moreover, there are several parameters
in a BM network, and a proper configuration of them may
have a great influence on the network performance. Thus,
the exploration of network configurations to reach (near-)
optimum performance is of paramount importance. In recent
years after the first release of the standard in 2017, some
researchers have investigated the BM network’s parameters
to achieve better performance in these networks (e.g., [7] [8]
[9]).

In this paper, the eventual goal is to perform a comprehen-
sive investigation of the functionality and performance of the
BM technology in various network conditions and topologies.
In particular, we are interested to explore the impact of con-
figuration parameters (e.g., advertising interval, scan window,
and packet re-transmissions) on the network performance and
the trade-off they make in terms of different Quality-of-Service
(QoS) metrics. However, to achieve this goal, we first need to
have an accurate and scalable BM simulator that supports full
network features. The problem is that there was no publicly
available BM simulator that can be used for this purpose.
Widely used network simulation engines such as NS-2, NS-
3, and OMNeT++ do not have models for the Bluetooth
mesh stack. Only the MATLAB R2020a edition released a
BM simulator in the communications toolbox-library package.
However, the MATLAB BM simulator is closed-source, and
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TABLE I: Specification of BMSim compared to popular network simulation engines

Simulators specification BMSim NS-3 NS-2 OMNET++ MATLAB
(Comm. toolbox)

Event-driven Yes Yes Yes Yes No
Publicly-available Open-source Open-source Open-source Open-source Closed-source
Modeling language Python C++/Python C++/TCL C++ MATLAB script
Includes BM protocol stack Yes No No No Yes
User learning Fast Moderate Moderate Moderate Fast
Scope BM-Customized General-purpose General-purpose General-purpose BM-Customized
BM run-time reconfiguration Supported - - - Not suppported
BM node mobility Supported - - - Not suppported
BM network settings dynamic - - - fixed

most parameters and configurations are fixed. It means it is not
possible to modify those settings, which is a crucial aspect es-
pecially when it is about doing research on the performance of
such networks. Adaptive configuration of network parameters
at run-time is another requirement that is not supported by the
MATLAB BM simulator. Therefore, to relax such limitations,
we first developed a full BM simulator (BMSim) in Python
which is open-source, extensible, and publicly available with
a number of features that are important for research on this
technology. BMSim is designed as a stand-alone customized
event-driven simulator instead of being developed on top of
the existing network simulation engines such as NS-2, NS-3,
and OMNeT++. The first reason for this decision is to provide
a lightweight simulator with a short learning period for users.
Setting up a BM network and simulating it in BMSim is very
straightforward and does not need an insight understanding
of a simulation engine, which is a time-consuming effort for
many users. The other reason is to avoid complexities that
come with the general-purpose network simulation engines
and be customized for the needs and specifications of the BM
protocol. It leads to a faster BM simulation and enables the
users to simulate large-scale BM networks with any settings
and dynamics in a reasonable simulation time. Table I presents
various specifications of BMSim compared to other popular
simulators. Note that there is no BM protocol model on top
of the simulation engines such as NS-2, NS-3, and OMNeT++
at the time of writing this article; they are included in Table I
as indications of why BMSim is developed as a stand-alone
BM simulator. To summarize, the key contributions of this
paper are as follows.

1) A full-fledged BM simulator is implemented, which can
simulate the link layer and network layer of a given
BM network in detail. The nodes’ features such as
relay, friend, and low power can be set. Moreover, the
simulator is capable of the run-time configuration of
parameters, features, models, and topologies. Therefore,
dynamic mobile networks with adaptive features can
be implemented and simulated by BMSim. Network
performance metrics like end-to-end Packet Delivery
Ratio (PDR), latency, and nodes’ energy consumption
are measured and reported by BMSim. The simulator is
open-source, easily extensible, and publicly available on-
line through https://github.com/BMSimulator/BMSim.

2) BMSim is experimentally verified by comparing its
performance estimation results with those out of real

experiments, performed using Nordic Chip nRF52840
dongles. The results confirm that the developed simula-
tor can estimate the performance of BM networks with
good accuracy.

3) Using the developed BM simulator, the performance of
BM networks in various settings and configurations is
analyzed. The effect of important configuration param-
eters of BM networks (i.e., advertising interval, scan
window, re-transmission, data packet generation rate,
and heartbeat massage rate) on network performance is
extensively investigated. BM networks with a variety of
scales and topologies and in diverse conditions including
scenarios with node mobility are considered to explore
the trade-off that such parameters make.

The rest of the paper is organized as follows. Section II
gives a brief overview of BLE and BM standard technolo-
gies. Section III explains the related work on studying the
performance of BM networks in the literature. The structure
and features of the developed BM simulator are presented in
Section IV. Verification of BMSim using real experiments is
discussed In Section V. Section VI discusses the performed
experiments and the results of BM performance investigations
for various network setups. Section VII concludes.

II. OVERVIEW OF THE BLUETOOTH MESH PROTOCOL

Bluetooth mesh runs on top of the physical and data link
layers of the BLE technology. The BM protocol stack contains
several layers each having some duties and responsibilities.
The Model layer defines application models which are used by
users such as lighting and sensing. The foundation model layer
determines models, states, and messages for the configuration
and management of the network. The access layer manages
how the upper layers use the upper transport layer. Also, the
application data format and controlling the application data
encryption and decryption are defined by the access layer. The
Upper Transport layer encrypts, decrypts, and authenticates
application data. Also, it provides confidentiality in the access
messages and defines control messages that manage this
layer. The lower Transport layer defines how to reassemble
and segment upper transport messages. The network layer
addresses transport messages and decides whether a message
is forwarded to other nodes or rejected. The Bearer layer is
responsible for how network messages are sent between nodes.
There are two bearers as the GATT bearer and the advertise
bearer.
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A. Bluetooth Low Energy Core Specification

The physical layer of BLE consists of 40 channels in 2.4
GHz each with 2MHz bandwidth. Three of these channels,
namely channels 37, 38, and 39, are advertising channels
and the other 37 channels are data channels. The advertising
channels are used for broadcasting, device discovery, and
connection establishment [10]. The data channels are used for
sending and receiving data when the connection is established
between the sender and the receiver [11]. The physical layer
bit rate is 1 Mbps in Blutooth4.x and it is ranged between
125kbps to 2Mbps in Blutooth5.

B. BM Nodes Features

There are four features defined in the BM standard for each
node as relay, friend, low power, and proxy [12]. The network
designer or any smart management mechanism can enable or
disable these features for individual nodes.

Relay: The relay feature is an essential aspect of the
protocol for providing multi-hop mesh networking. A relay-
enabled node scans the advertising channels to receive data
packets from its neighbors and forwards them to other nodes.
The low number of relay nodes in a BM network may lead to
performance degradation and even network disconnections. On
the other hand, a large number of relay nodes may cause high
traffic and lots of packet collisions in the network. Therefore,
the smart selection of relay nodes is an important decision in
BM networks.

Low power and Friend: These two features are used for
decreasing energy consumption for energy-constraint nodes
called Low Power Node (LPN). One node may not have these
two features at the same time. To preserve energy, LPNs are off
for the majority of the time. To avoid losing data packets, each
LPN should be associated with a node with a friend feature
enabled. The friend node receives and stores the packets
targeted to the LPNs associated with it. LPNs periodically
wake up and send a data poll packet to the associated friend
node asking for any packet for them in the buffer of the friend
node. If the friend node has some packets in its buffer for
the asking LPN, the packets are transferred using an efficient
handshaking mechanism.

Proxy: This feature is used for connection between the mesh
network and BLE nodes that do not have mesh capability. A
node with a proxy feature enabled play as a connection spot
to the Mesh for the BLE node.

C. Multi-hop Mesh Networking

Multi-hop data delivery is the main objective of the BM
technology. It is realized by setting nodes in the connection-
less BLE operational mode in which nodes can exchange
packets without making a connection. The multi-hop data
transmission is realized using a controlled flooding mechanism
in the network layer of the BM stack. In this mechanism, nodes
with relay feature scan the advertising channels to receive data
packets from their neighbors. Upon reception of a data packet
targeting some other nodes than the receiver node, the relay
node broadcasts it under certain conditions to all its neighbors.

In turn, the data packets reach their destinations with good
reliability provided by the flooding algorithm [13].

To control the traffic load and the level of redundancy in
data packet transmission, two main mechanisms are employed.
Each packet contains the ID of the source node (generator) as
well as a sequence number assigned to the packet by the source
node. Each relay node maintains a cache to store packets
received from other nodes. When the node receives a new
packet, it checks if it already has processed a packet from the
same source node with an equal or lower sequence number.
In that case, the relay node discards the new packet to avoid
packets circulating in the network forever. It means relay nodes
try to process (buffer and forward) only the latest received
packet from each source node.

To further control flooding, the source nodes assign a Time-
To-Live (TTL) value to the data packets they generate. By this,
the source node indicates the domain around itself that it aims
for its data to be flooded over. Each relay node in the path
decreases this TTL value by one. A packet is forwarded by the
relay nodes as long as its TTL is larger than one. Otherwise,
it is discarded. Therefore, the number of hops that a packet
can traverse is controlled. The right setting of TTL by the
source nodes is very important and has a direct impact on
network traffic load and thus its capacity. For that, the source
node needs to have an estimation of its current hop distance
to the intended destination(s). To provide such estimation, the
destination nodes periodically transmit Heartbeat messages
that are flooded like the data packets. When a source node
receives a Heartbeat message originating from a destination
node, it gets the number of hops the packet has traveled, thus
the distance to the destination.

D. Packet Transmission in BM Networks

In the BM protocol, data packets are sent and received using
an advertising/scanning procedure by which three advertising
channels are used without any connection establishment be-
tween receivers and senders. The non-connectable and non-
scannable undirected advertising events of BLE are used for
packet exchange in BM [14]. In an advertising event, the
sender node broadcasts its data packet in the three advertis-
ing channels in a row. The time between two consecutive
advertising events is advertising interval (Tadv), which is
an integer multiple of 0.625ms in the range of 20ms to
10.24s. Also, nodes scan the three advertising channels in
turn, to receive packets from possibly advertising nodes in
their neighborhood. The scan window (TscanWin) is the time
duration that a scanning node listens to an advertising channel.
Scanning of the next advertising channel starts each scan

interval (TscanInt). If the scan window and scan interval
parameters are set to be equal, the scanner node continuously
scans the three advertising channels in the same order. Fig. 1
illustrates this operation for a simple network.

To enhance the reliability of link-level packet delivery,
packet retransmissions may be activated in the network layer
of the generator or relay nodes. In an advertising event, each
packet may get retransmitted several times; this number is
called network transmit count (NNTC) and relay retransmit
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Fig. 1: Illustration of PDU transmission and reception in a BM network (TscanWin = TscanInt = 40ms, Tadv = 60ms,
Ntis=Rris=1 (i.e., 20ms ≤ TNreTx, TRreTx ≤ 30ms ), NNTC = NRRC = 1.

count(NRRC) in generator and relay nodes, respectively [15].
Such retransmissions are separated in time by network retrans-
mit interval (TNreTx) and relay retransmit interval (TRreTx)
that are specified by two parameters, Network transmit in-
terval steps (Ntis) and Relay retransmit interval steps Rris,
according to Eqn. 1 and Eqn. 2 [4].

TNreTx = (Ntis+ 1)× 10ms+ rand10 (1)

TRreTx = (Rris+ 1)× 10ms+ rand10 (2)

where rand10 is a random value in range [0 10ms].
We further illustrate packet transmissions in a simple BM

network in Fig. 1. The topological graph of the network is
shown in the bottom left corner of the figure. It is composed
of four nodes, a packet generator node (G), a relay node (R), a
packet generator and relay node (GR), and a sink (destination)
node (S). The used advertising interval is Tadv = 60ms,
the scan window and scan interval are both TscanWin =
TscanInt = 40ms, one retransmission is enabled for generator
and relay nodes, and retransmissions are separated in time
by 20ms ≤ TNreTx, TRreTx ≤ 30ms (Ntis=Rris=1). For the
relay nodes, the content of their buffer is shown once a packet
is added. When a packet gets transmitted by an advertising
node in three advertising channels, the pair of (src, seq) on top
gives the source node of the packet and the generator sequence
number respectively (e.g., (G,2) is a packet generated by node
G with sequence number 2).

When node G generates packet (G,2), it transmits the packet
in the three advertising channels. Node R is scanning in
channel 38 at that time so the packet is received by R in
channel 38, and is added to its buffer. Node G retransmits this
packet; it is received by R again, but is discarded since it is
recognized as a duplicate. We assumed all links are perfect in
this example, thus no packet drops. Node R forwards packet
(G,2) which is received and processed by nodes GR and S, and
received and ignored by G (duplicate). The retransmission of
this packet by node R will be discarded by all nodes since it is
a duplicate for all. The procedure continues for other packets
generated by nodes G and GR in this example.

III. RELATED WORK

Bluetooth SIG released Bluetooth Mesh (BM) in 2017.
Since then, researchers have investigated the capacity and
performance of this new promising technology in different
circumstances and for various applications. Different methods
such as experimental evaluation, statistical modeling, and
computer simulations are used to evaluate these networks
with respect to a variety of performance metrics such as
latency, end-to-end Packet Delivery Ratio (PDR), and energy
consumption. Also, trade-offs made by different settings of
the BM network parameters in terms of various performance
metrics are investigated. This section gives a brief overview
of such investigations to date.

In [7] different BM networks with diverse configurations are
investigated. This paper provides several diagrams showing the
effects of configuration parameters on network performance.
In particular, it investigates the following four aspects in a BM
network as 1) configuration of scanning and advertising events,
2) interference from other wireless technologies (e.g., WiFi),
3) scalability, and 4) importance of random intervals between
two consecutive transmissions in different advertising channels
[7]. This paper expresses that the used flooding mechanism
leads to collisions resulting in limitations for the scalability of
the network. Also, it concludes that a smaller value for inter-
PDU time reduces the congestion and thus improves end-to-
end latency and packet success rate. This work, however, lacks
investigation of the impact of configuration parameters such
as heartbeat transmission interval and advertising interval with
different network types and conditions.

In [9], the packet delivery performance of BM networks is
experimentally evaluated. Several experiments are performed
by placing BM nodes in an office environment. 29 fixed
nodes, 3 mobile nodes, and one base station are deployed.
PDR and burst drop for fixed and mobile nodes with dif-
ferent average hop distances are evaluated. It expresses the
importance of location and the number of relay nodes in
the BM network’s performance. Also, the experiments show
that saturated relay nodes have an inappropriate effect on
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PDR, and suggest that the BM technology is suitable for low
generation rate applications mainly because of the inefficient
flooding mechanism. This paper does not evaluate latency as
a performance metric and does not investigate the impact of
parameters such as scan window, packet repetition, advertising
interval, and interference in the performed experiments are
fixed. A proper setting of such parameters may lead to different
results revealing a broader scope for the application of the
technology.

In [8] BM network performance is evaluated using statis-
tical as well as experimental approaches. In the experimental
evaluation, 22 nRF52832 nodes are placed in a 40m × 25m
area. In the statistical approach, Round Trip Time is calculated
theoretically based on the number of hops. The impacts of
some conditions in BM networks such as network density,
hop distance, and back-off period are explained. However, this
work does not evaluate reliability metrics like PDR and burst
packet loss.

One of the main barriers against a thorough study of the
performance of this rather new technology is the lack of a
full network simulator that implements the exact behavior of
the nodes in a mesh network. This paper first develops such
a BM network simulator and then uses it for an extensive
investigation of the configuration parameters in a variety of
network conditions. Effective parameters such as repetition
in relay and generator node, advertising interval, and scan
window are tested. Also, trade-offs made by these parameters
in networks with diverse configurations (topologies and packet
generation rates) and different heartbeat intervals are explored.
As an important part, BM networks with node mobility and the
role of heartbeat interval in the performance of such networks
are studied in this work.

IV. BMSIM: THE BM NETWORK SIMULATOR

The aim here is to design and develop a simulation frame-
work for BM networks, which is lacking for extensive study of
the performance of such networks in various conditions. Our
main target specifications for such a BM simulator are as fol-
lows. First, the simulator needs to be accurate enough that can
be trusted for performance evaluation of BM networks. Sec-
ond, low level details of packet transmission and networking
procedures (both medium access and network layers) are truly
modeled so that various performance metrics can be estimated.
Third, the simulator is modular and flexible so that extensions
for the inclusion of any channel/radio/mobility/interference
models are possible and straightforward. As the last and
very important specification, it is possible to configure the
network and its parameters during simulation so that dynamic
networks with run-time configurations mechanisms can be
simulated. Considering these objectives in mind, we designed
and developed BMSim, an open-source and publicly available
event-driven Bluetooth mesh network simulator. Python is
used as the programming language for the implementation of
the simulator. In this section, we first introduce the architecture
of the simulator and then discuss its core operation and user
interfaces.

Fig. 2 shows the general architecture of BMSim and its
inner components. A simulation starts by receiving some high-

level network specifications from the user. The Initializer

module prepares the first snapshot of the node deployment
in the specified simulation area according to user wishes.
Then the Updater module runs to prepare the required inputs
for the simulator engine. The updater module runs every
Tupdate seconds to support network dynamism as well as run-
time configuration changes. The BM simulation engine is a
discrete event simulator, for which the events and their timings
are made according to the BLE and BM standard protocols.
This engine continues making and processing events until
the requested simulation time (Tsim) is reached. The Logger

module creates the required output files while the simulation
engine is running, and finally calculates and reports various
performance indicators of the simulated BM network.

A. Initializer Module

The initialize module is the entry point user interface for the
simulator by which the user’s initial settings are received and
compiled into the simulation framework. It gets the number of
nodes in the network (network size, N ) and the dimensions of
the area the nodes should be deployed in. Also, the simulation
time (Tsim) is the time frame that the user expects the network
to be simulated. The initializer distributes N instances of
the node model all over the simulation area based on the
topology parameters given by the user; it may be either a
uniformly random distribution, a regular grid structure, or
specifying the x-y coordination of all nodes. The last case is
especially used when several simulation runs are expected to
be simulated starting from the same deployment. Anyways, the
initializer only determines the initial locations of nodes, which
remain fixed all over the simulation time if no node mobility
is requested (static networks). In the case of having node
mobility, the mobility model block of the network updater
module determines the new locations of the mobile nodes at
each simulation step.

There are a number of parameters related to different
models used in the next components of the simulator that
are received from the user by the initializer module and are
directly passed to the corresponding blocks. Parameters of the
mobility/channel/radio/interference models, BM stack initial
configuration and node types, and the level of expected logs
are other inputs of the initializer module. Note that since the
simulator is expected to be easily configurable by plugging
in/out various models, the exact list of input parameters will
differ. For instance, for link extraction, the user can simply
specify the communication range of nodes or the Packet
Reception Ratio (PRR) of links between each pair of nodes
to have a high level modeling of channel behavior without
simulating details of channel and radio. However, to have a
more precise simulation, one can use a path-loss model, for
instance, for which several parameters such as transmission
power of nodes, receiver sensitivity, and channel path-loss
exponent need to be set. The same applies to other models
such as mobility and interference models.

B. Network Updater Module

This module is essential for supporting dynamism as
well as the possibility of having run-time adaptations and
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Fig. 2: The architecture of the developed Bluetooth mesh event-driven simulator (BMSim)

(re)configurations. The procedures in this module run every
Tupdate to update the network. It is obvious that using lower
time intervals for updates results in more smooth changes (e.g.,
smoother mobility patterns), but leads to higher execution
time. On the other hand, to have faster simulation, longer
intervals can be used especially when the dynamism level is
low or parameter changes are not very frequent. There are
two categories of outputs from the network updater module
to the simulation engine. The first category of outputs is
related to the network topology and link quality, namely the
adjacency (AN×N ) and link quality (QN×N ) matrices. Each
entry ai,j ∈ A is a binary value that determines if there
is a link between nodes i and j while qi,j ∈ Q gives the
probability of successful packet delivery over that link. The
topology extractor and link quality estimator blocks receive
inputs from the mobility (nodes’ positions), channel, and
interference models and produce matrices A and Q for the
next simulation step.

The other set of outputs generated by the network updater
module is the BM protocol parameter settings of each individ-
ual node in the network. The settings for a node include the
node’s features (packet generator, relay, low-power, friend),
packet generation interval (Tgen), advertising interval (Tadv),
scan interval (TscanInt), scan window (TscanWin), network
and relay retransmit count, Ntis, Rris, heartbeat message
transmission interval (Thb) of the destination nodes, data
poll interval for low-power nodes, etc. The values of these
parameters are set for the next simulation step based on the
adaptation mechanisms that are implemented within the run-
time configurator block of the network updater. As an example,
determining a subset of nodes in a BM network that are best
candidates for being relay is of paramount importance for
achieving the required network performance [16]. Relay nodes
should be in locations such that isolated nodes are minimized.
A large number of relay nodes leads to unnecessary traffic
and thus collisions, degrading the network performance [17].
On the other hand, the low number of relays affects the
functionality and robustness of the flooding mechanism for
data delivery. Thus, some intelligence can be used here to
select the best nodes for the relay role; it may be design-
time for static networks or run-time for dynamic networks.
The current version of BMSim is fortified with a design-time
relay selection algorithm based on the graph betweenness and

closeness centrality algorithm [18]. Like the other blocks, this
can be replaced or extended with other mechanisms for relay
selection or adaptations of the other parameters.

C. BM Simulation Engine

The core of the BM simulator is a discrete event simulator
that is composed of three blocks. The event updater block
runs BM protocol specification, generates events (event id
and expiry time), and adds them to the event list. The event
processor block controls the simulation time and allows it
to elapse only if all events at the current simulation time
are processed. The event processor picks an event from the
top of the list (the event with the earliest expiry time) and
processes it, which may lead to the generation of more events
(performed in line with the event updater block). Some of
the defined and processed events are data packet generation
event (made periodically every Tgen by each source node),
heartbeat message generation event (made periodically every
Thb by destination nodes), relay event (every Tadv by each
relay node if it has data packet in its buffer), Advertising37,
Advertising38, Advertising39, Scan37, Scan38, Scan39, and
channel switch event.

D. Logger Module

To closely study the behavior of BM networks and for post-
processing toward performance extraction, various log files
may be generated during a simulation run. Since the simulator
is open-source for the public, users can add logs for whatever
parameters and wherever in the protocol execution they aim
for. However, there are already some logs produced by the
simulator to report important parameters that have the interest
of researchers. Such logs have two modes, determined by
the user, that control the level of details being logged. If the
detailed log flag is on, a separate log file is produced per node
that contains details of the behavior of the packet generator
nodes and the relay nodes. In the generator nodes’ log file,
the source ID, packet destination ID, packet generation time,
sequence number, and the type of packets (heartbeat or data
main packet) are logged for each generated packet. In the
relay nodes’ log, the advertiser node, the source node, packet
TTL and sequence number, advertising and receiving and
generation time, type of packets, and the number of packets in

This article has been accepted for publication in IEEE Internet of Things Journal. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/JIOT.2023.3291551

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Eindhoven University of Technology. Downloaded on July 21,2023 at 06:09:30 UTC from IEEE Xplore.  Restrictions apply. 



IEEE INTERNET OF THINGS JOURNAL, VOL. X, NO. Y, 2023 7

the node’s buffer are logged. This information help users track
the packet’s path across the network. If the detailed log flag is
off, per node log files are not produced. Anyways, a general
log file is generated in every simulation run that contains the
required information for evaluating the performance metrics
(i.e., PDR, latency, burst packet loss, and energy consumption).
This log file includes the following items per delivered packet
as source and destination node IDs, packet generation time,
packet delivery time to destination, packet type, and packets
sequence number. For calculating energy consumption, the
time duration that each node has spent in each operation mode
(transmission, reception, sleep, and switch) and the source
node, is logged. Then energy consumption is calculated based
on these timing logs as well as the power consumption profile
of the used radio transceiver (provided by the user).

V. EXPERIMENTAL VERIFICATION OF BMSIM

BMSim development is based on the BM specification and
is tested by performing many sample networks and tracing
the packet exchange between the nodes using the detailed log
files. However, to have a higher level of trust in the simulation
framework, we verified the simulator by comparing its network
performance reports with those of real measurements in an
experimental setup. However, this is not a straightforward path
since even if the simulator behavior is fully based on BM
specification (which is what we aim to verify), there still may
be deviations because of the accuracy level of the used models
(e.g., the channel model). Also, it is tricky to have exactly the
same topology and link behavior in both the simulations and
real experiments. Despite these difficulties, we have taken a
strategy for experimental verification of the simulator, which
is described and reported in this section.

Fig. 3 shows the tabletop setting of the hardware and
software setup used in the experiments. Nordic semiconduc-
tors PCA10056 development kit and PCA10059 dongles are
used, which both include the nRF52840 chipset. SEGGER
Embedded Studio and Nordic Semiconductor nRF Connect
are used for programming PCA10056 and PCA10059 nodes,
respectively. A smartphone with the nRF mesh Android App
is used as the provisioner, to provision and configure the
nodes [19]. The light switch client and the light switch server
firmware are programmed on one PCA10056 kit and ten
PCA10059 dongles, respectively. All ten light switch server
nodes send packets to the light switch client node periodically
every second. The relay feature in all server nodes is active
with relay retransmit count=0 and Rris=1. The client node is
the destination of all packets and is connected to a PC. The
source ID, sequence number, and TTL of every arrived packet
at this node are sent to the computer and stored in a log file by
the J-link RTT viewer software. By post-processing of the log
file, PDR and average TTL of the received packets for each
server node are calculated.

For performing experiments, the nodes are deployed in
different rooms on a floor of a dormitory building. Such
deployment can represent a wide range of indoor applications
such as smart home, building monitoring, and indoor smart
lighting applications. Although the BM networks deployed for

J-Link RTT 

Viewer

nRF52840 

Dongle

nRF52840 

Kit

Fig. 3: The table-top hardware and software setup used in the
simulator verification experiments.
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Fig. 4: Deployment of BM nodes in a dormitory environment
for BMSim verification tests.

real-world applications are often of larger scale, the performed
experiments have been affordable, and they are still can serve
out goal in verifying the functionality of the simulator. The
floor plan and nodes’ placement are shown in Fig. 4. The
conditions and dimensions of the deployment environment
require multi-hop data delivery to the client node connected
to the computer (sink node). Each experiment is conducted
for around 10 minutes. After the experiment, the log file is
processed to extract performance metrics and to figure out the
real topology and connections in the experiment. This latter
information is needed as an input to the simulator in order to
have similar topologies in simulations and experiments. The
blue lines between nodes in Fig. 4 Show such extracted links.

As notions of the network behavior, the end-to-end Packet
Deliver Ratio (PDR) and the average TTL of the received
packets for each server node are estimated in simulations and
measured in the real experiments. The initial TTL for the
network in both experiments is set to five. To have statisti-
cally more reliable simulation results (because of all random
behaviors with the protocol), the simulation is done 10 times
and the average of the results are considered. Fig. 5 presents
PDR and average TTL for each server node estimated by
BMSim and measured in real experiments. Also, the relative
error for each node is shown on each bar. These results with
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Fig. 5: The achieved performance results produced by BMSim
and real experiments. The number on each bar is the relative
error.

a maximum error of less than 2% in PDR estimation reveal
the accuracy and true functionality of the simulator for the
performed experiments. As mentioned, in the BMSim, the
communication range of each node is a specific circle, and its
radius is an integer number. However, in the real experiments,
the communication pattern is unlikely to be a unit disk. Our
measurements show that the communication range for the
nodes in the test environment varies from 10 to 15 meters.
Therefore, in the real experiment, each nodes’ neighborhood
differs specially and temporally, and is not fixed. It leads to
different TTL values over time and for different source nodes;
the average values are shown per node in Fig. 5. Also, there are
several channels and RF effects that can still cause deviations
between the two result sets, explaining even the minor errors
in the estimated PDR and the measured values.

VI. BM PERFORMANCE STUDY

We use the developed BM simulator to extensively study the
performance of BM networks under various conditions and pa-
rameter settings. As discussed in Section II, there are a number
of configuration parameters for each node in a BM network, a
proper setting of which is important for network performance.
Such investigations reveal the true capacity of BM networks
for various IoT applications. In particular, we perform simula-
tions to study the network performance correlations with five
parameters or network settings as advertising interval (Tadv),
scan window (TscanWin), packet retransmissions (NNTC and
NRRC), data packet generation intervals (Tgen), and heartbeat
message interval (Thb) in case of having node mobility. In
this section, we first discuss the general setup of the performed
simulations. Then, the settings for each simulation scenario are
described followed by its results’ presentation and analysis.

maxmin Median Q3Q1Outliers

Fig. 6: Characteristics of the spread of data points visualized
by a box plot

A. Simulation Setups

The simulation setups for the performance study of the
BM technology are planned in such a way to be general
enough to include a wide range of real-world applications.
For that, various network scales, deployment types, and data
generation rates are tested. Three BM networks consisting
of 49, 100, and 196 nodes have been tested. Such network
scales can, for instance, represent different environments such
as a mall environment, a building monitoring application, and
environment monitoring applications, respectively. Each setup
is tested with the grid as well as random deployments. In grid
networks, nodes are located in grid positions (7× 7, 10× 10,
and 14×14 ) with a horizontal and vertical distance of 9 meters
between grid points. In randomly deployed networks, nodes
are uniformly randomly distributed all over the deployment
area of square shape with dimensions of 40m, 60m, and 80m
for the three network scales. The randomly deployed networks
are checked for being connected. The communication range
of all nodes is set to 10 meters leading to an average node
degree of 4 in grid networks. For the sake of simplicity and
w.l.o.g., all links are supposed to have 100% packet reception
ratio (except if otherwise stated), thus no packet drop is
experienced due to channel effects (e.g., multi-path fading,
external interference) if nodes are in the communication range
of each other.

Using the closeness centrality algorithm [18], One of the
nodes in each setup is selected to be the sink of data packets.
All other nodes have relay feature enabled so there is no
isolated node. The buffer size of each node is set to 6, meaning
that the relay nodes can store up to 6 packets from other nodes
for getting relayed. However, not all nodes are sources of data
packets; two third of the nodes generate data packets every
Tgen.

We have a set of default parameter values that are common
between all simulation setups. For investigating the impact
of each parameter, several values in a certain range for that
parameter are tried while other parameters are set to their
default settings. The default parameter values are as follows:
Tadv = 20ms, TscanWin = TscanInt = 30ms, Tgen =
1000ms, Thb = 4000ms, with no packet retransmissions.

Simulation time (Tsim) for all setups is 10 minutes. Each
setup is repeated 10 times with different seeds for the random
number generator to have statistically more reliable results
(deployments remain the same over repetitions). End-to-end
Packet Delivery Ratio (PDR) and latency of delivered data
packets are considered as performance metrics. The results
(PDR and latency of different nodes and overall 10 repetitions
of a simulation setup) are shown as box plots to summarize
important characteristics of the spread of the results. Fig. 6
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Fig. 7: PDR and latency in random and grid networks with different advertising interval settings

depicts the information presented by a box plot. The middle
box contains 50% of all data points which are the two middle
quartiles (from Q1 to Q3) together with the median of the data
points. Two whiskers (upper and lower whiskers) are located
at 1.5 times the length of the box from the top and bottom of
the box, respectively. The min and max values shown on the
plot are the minimum and maximum of data points within the
lower and upper whiskers. Data points outside the whiskers
are considered outliers and are shown as black circles. On the
horizontal axis of the plots, the combination of network size
and deployment type (subscript of G for grid and R for random
deployment) are specified.

B. Advertising Interval

Four values of 20, 40, 80, and 120 ms are exercised
for the advertising interval. All other parameters are set to
their default aforementioned values. Fig. 7 present the results
out of BMSim. The first observation here is that increasing
advertising interval leads to degraded performance (PDR and
latency) in both grid and random networks. The reason is
that when relay nodes send packets with longer advertising
intervals, a higher delay is experienced in each hop toward
the sink node resulting in higher end-to-end latency. Moreover,
data packets stay in the relay nodes’ buffer for a longer time
which causes buffer overflow at some point resulting in packet
drop due to buffer capacity. This happens because we are
testing networks with many generator nodes that produce data
packets with a rather high rate (Tgen = 1000ms). The network
used in a health monitoring application [9] is an example of
BM networks with such high data generation rate. Later we
discuss that quite better performance is observed when the data
packet generation interval increases for the same advertising
interval setting. In any case and in every setup, the nodes that
are close to the sink node experience good PDR and latency.
This is the reason for having such distributed results even when
the mean performance is not good.

The node degree in the grid networks is overall lower
than that in the random networks (we intentionally used a
smaller area for random networks to decrease the chance of
isolated nodes). Thus, the hop distance between the source
nodes and the sink in the grid networks is on average higher
compared to that of the random networks. This seems to be
the main reason that the random networks have shown better
performance compared to the grid networks.

C. Scan Window

A scanning BM node listens to each advertising channel
for a scan window time (TscanWin) and then switches to the
next channel every scan interval time. In many BM networks
including our simulation setups, these two parameters are set
equal to each other meaning that the scanning nodes have
no duty cycling in their channel scan task. Here we test four
different values for the scan window as 30, 60, 120, and 180
ms. All other parameters have their default values. Fig. 8
shows the performance results. As expected, the observation
is that the setting of the scan window does not have a clear
impact on the performance. It means that scanning each of the
three advertising channels for a long time or quickly switching
to different channels does not have a visible effect on PDR
and latency. The main application of this parameter is then the
possibility of introducing a duty cycle for the scanner nodes in
order to decrease their radio energy consumption. In that case,
the correlation between the scan window, scan interval, and
retransmission settings (number and interval) will be important
to achieve a proper performance level and avoid packet losses
that can lead to degradation of packet delivery performance.

D. Re-transmissions

The BM protocol allows packet retransmissions by the
source nodes as well as the relay nodes to compensate for
packet drops caused by various channel effects and collisions.
As discussed in Section II, the number of retransmissions
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Fig. 8: PDR and latency in random and grid networks with different scan window settings configuration
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Fig. 9: PDR and latency in random and grid networks with different re-transmission settings. The links are supposed to have
a non-ideal quality with a packet reception ratio above 30%.

of each packet and the time distance between retransmission
events can be set separately for generator and relay nodes.
In this part of our study, we aim at investigating the impact
of the number of retransmissions on performance. In these
experiments Ntis= Rris=1, which means the time distance
between consequent retransmissions of a packet by generator
and relay nodes is between 20ms and 30ms. The advertising
interval is set as Tadv = 120ms, and other parameters are
set as their default values. We try setups having no retrans-
missions (NNTC = NRRC = 0), one retransmission only
for generators (NNTC = 1, NRRC = 0), one retransmission
for generator and relay nodes (NNTC = NRRC = 1),
and two retransmissions for generators and one for relays
(NNTC = 2, NRRC = 1).

We first tried the six network deployments with perfect
wireless links (PRR=100%). The result of this set of sim-

ulations reveals that for BM networks with perfect links,
retransmissions only lead to degradation of the performance. It
is because retransmissions, especially by relay nodes, increase
the network load and lead to collisions. The degradation of
the performance for large and dense networks is substantial.
It means that the use of retransmissions should be carefully
decided to achieve better performance only for links that are
in trouble with respect to their connectivity.

To truly investigate the positive impact that retransmissions
may have on BM performance, we ran another set of sim-
ulations this time with non-ideal wireless links. Here, we
considered a random value in the range of 30% to 100% for
each link in the network. Fig. 9 presents the results of these
experiments, which clearly show the positive influence of the
generator and relay retransmissions on PDR and latency. Note
that in these simulations, all nodes get equal retransmission

This article has been accepted for publication in IEEE Internet of Things Journal. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/JIOT.2023.3291551

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Eindhoven University of Technology. Downloaded on July 21,2023 at 06:09:30 UTC from IEEE Xplore.  Restrictions apply. 



IEEE INTERNET OF THINGS JOURNAL, VOL. X, NO. Y, 2023 11

49G 100G 196G 49R 100R 196R
Number of Nodes and Deployment Type 

0

20

40

60

80

100

PD
R 

(%
)

Tgen=500 
Tgen=1000 
Tgen=10000
Tgen=30000 

(a) End-to-end packet delivery ratio (PDR)

49G 100G 196G 49R 100R 196R
Number of Nodes and Deployment Type 

0

250

500

750

1000

1250

1500

1750

2000

la
te

nc
y 

(m
s)

Tgen=500 
Tgen=1000 
Tgen=10000
Tgen=30000

(b) Latency of delivered data packets

Fig. 10: PDR and latency in random and grid networks with different data packet generation intervals

settings irrespective of their link quality. It means that the
achieved gain for nodes with poor links may have faded by un-
necessary retransmissions over other nodes (more collisions).
This reveals the necessity of proper setting of the parameters
per node based on their connection status. Another observation
is that retransmission by the generator nodes has quite less
negative impact and is able to improve performance while this
setting for relay nodes is sensitive and should be carefully set.

E. Packet Generation

The flooding mechanism used in the BM protocol together
with limitations associated with the advertising mode (three
transmissions in three channels for each packet and short
advertising packets) raise concerns about the capacity limits
of BM networks and the application scenarios for which this
technology can be used. We try a number of different packet
generation intervals to investigate this aspect of BM networks.
Four generation intervals of 500, 1000, 10000, and 30000 ms
are tested. Other parameters have default settings of our setups.

Fig. 10 shows performance results for various packet gen-
eration intervals. A low generation interval of half a second
leads to very low performance, especially in larger networks.
This is again due to the high traffic and packet arrival rate at
each relay node that causes the relay buffer to overflow. More
collisions due to high traffic and dense networks (especially
random networks) are another reason for packet losses. Note
that increasing the size of the buffer does not help in this
case; it is tested by extensive simulations. The reason is that
the buffer will eventually get full since the packet arrival rate
is higher than the packet transmission budget. This is while
the minimum allowed advertising interval is used in these
simulations which provides a higher transmission budget for
the relay nodes. Of course, in networks with fewer generator
nodes, more traffic from a generator node can be relayed and
thus the generation interval can be shorter. For high generation
intervals (10 and 30 seconds), no meaningful performance
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Fig. 11: Setup of the simulations with a mobile node

difference is observed since the generation is sparse enough
that the tested BM networks are able to pass the generated
traffic.

F. Node Mobility and Heartbeat Messages

As discussed, source nodes in BM networks may use the
estimated hop distance to their intended destinations using
the heartbeat messages that are periodically generated by the
destination nodes and are flooded throughout the network. The
TTL value for each generated packet is then set based on this
estimation. The heartbeat message generation interval (Thb)
should be set based on the expected level of dynamism in the
network. For mostly static networks, the hop distances will
remain the same for long periods of time thus there is no
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(a) Heartbeat interval = 4000 ms
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(b) Heartbeat interval = 8000 ms
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(c) Heartbeat interval = 16000 ms

Fig. 12: Hop distance, used TTL values, and the achieved PDR
of a mobile node with different heartbeat intervals

need for frequent heartbeat messages (joining nodes should
be anyway considered). On the other hand, in networks with a
form of node mobility, the distance between source nodes and
destinations may change over time, which necessitates more
frequent heartbeat messages to update the source nodes about
their distance. In this part of our study, we set up a network
with a mobile node and try different values of heartbeat (Thb)
as 4, 8, and 16 seconds to investigate its impact on the

network performance. Thanks to the BMSim architecture (the
network updated module), run-time network dynamism and
configuration can be simulated with any intended patterns.

A grid network consisting of 100 nodes and one mobile
node is considered in this setup. Fig. 11 depicts this network.
The sink node (in yellow with ID=10) is located in the upper
right corner of the grid. The mobile node (in red with ID=0)
is initially located next to the sink; it moves with a speed of
0.5 meters per second straight toward the bottom right corner
and returns to its initial position. The movement path is shown
in Fig. 11.

Fig. 12 presents the PDR and used TTL for the mobile node.
As a reference, the real hop distance of the mobile node to the
sink node is also depicted; it is calculated based on the node’s
speed and the distance between nodes. The horizontal axis of
the plots is the sequence number of generated packets by the
mobile node. The shown PDR values over time are based on
recent packet delivery in the past thirty sequence numbers.

Fig. 12a shows that Thb = 4000ms is performing well for
the tested mobility. The used TTL by the mobile node has been
able to quickly enough follow the real hop distance. PDR does
not experience major drops when the node goes farther away
from the sink node. This is while for the other two plots that
use longer heartbeat intervals, the used TTL had a delay in
following the hop distance leading to sudden drops in PDR,
sometimes even until disconnection for a period of time. This
result reveals the importance of the heartbeat message setting
according to the network dynamism. Note that unnecessarily
frequent generation of heartbeat messages can lead to high
traffic overhead in the network that will result in degradation
of the network performance.

VII. CONCLUSION

Bluetooth mesh is a networking technology for IoT, pro-
viding robust and scalable multi-hop end-to-end data delivery
based on BLE technology. This paper presents an event-
driven Bluetooth mesh network simulator (BMSim), which
is open-source and publicly available online through https:
//github.com/BMSimulator/BMSim. The developed simulator
is capable of simulating dynamic networks and run-time
adaptive mechanisms and is extensible to include simulation
models for various channel, radio, and protocol models as plu-
gins. BMSim is verified using experiments with Nordic radio
modules. As another contribution of this paper, the simulator
is used to investigate the impact of the settings of several
parameters on the network performance and to realize the
capacity and limits of the protocol. In particular, advertising
interval, scan window, packet retransmission settings, packet
generation interval, and heartbeat message generation rate are
investigated.

The results of the performed study reveal the importance of
proper configuration settings in fully utilizing the capabilities
of the BM networks. Thus, future work in this domain is
to develop design-time or distributed run-time configuration
mechanisms for BM networks. For all such research, BMSim
presented in this paper can be used as a tool for performance
evaluation and comparison.
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