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Abstract—Customization of a (generic) processor to a particular application makes it possible to achieve high performance within a tight energy budget. Most of the published research works on processor customization extend a simple base processor with custom instructions. Only few works have considered a full instruction-set customization for complex highly parallel Very Long Instruction Word (VLIW) architectures. This paper discusses the parallelism estimation for a full instruction-set synthesis for VLIW processors and evaluates four methods to compute the maximum parallelism of a given application. We explain important reasons for computing and using such parallelism bounds, discuss the implementation of several methods, and our experimental research performed to evaluate the efficiency of each method.

I. INTRODUCTION

Embedded applications with stringent real-time and power consumption constraints can often be well served using ASIP architectures with a high level of parallelism. However, providing more parallelism results in increased computational resources needed, and thereby, increased chip area and cost. Consequently, for a given application with its requirements, it is important to provide an adequate (not too high) amount of parallelism to keep the total silicon area and static power consumption to a possible minimum. The parallelism of an ASIP is decided to a high degree through its instruction-set architecture. The instruction-set architecture determines which operations can be executed in the processor, which of these operations can be executed in parallel, and how information is transferred from memories and register files to processing elements and vice versa. The research reported in this paper targets adaptable generic VLIW ASIPs that can be customized to a particular application through instantiation and extension of their generic architecture. Many of the existing ASIP customization and synthesis methods [1], [2] have focused on extending existing processors by proposing and implementing custom operations [3]–[7]. Several others have focused on reducing the instruction memory [8], register file sizes [9], and interconnects [10], and on compilation techniques [11], [12]. Finding an adequate combination of scheduling and instruction-set architecture decisions is of critical importance to obtain the required trade-off between the resulting timing, silicon area, and power consumption.
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The high performance of VLIW processors results from an extensive exploitation of the parallelism available in the target application. This parallelism is exploited by their capability of executing (different) operations as a part of a single complex instruction distributed over multiple parallel issue-slots. The number of issue-slots should match the operation level parallelism available in the target application and is fixed for a specific architecture instance. The correct determination of a tight bound on the operation level parallelism exposed by an application is, therefore, critical to VLIW ASIP design.

This paper presents and evaluates four methods to estimate the amount of parallelism available in an application and illustrates how such methods can be utilized to provide a bound on the number of issue-slots for the instruction-set synthesis process. The parallelism estimation has been implemented as an analysis pass in the LLVM compiler framework [13]. It provides basic information about the average and maximal parallelism, and expected latency of a given application part.

The remainder of this work is structured as follows. Section II provides an introduction to VLIW instruction-set synthesis. Section III presents the application model and introduces four methods for estimating the amount of operation level parallelism. Section IV discusses the implementation of the methods and shows the results of our experiments with the presented methods. Section V compares our work to several previously published methods. Section VI concludes the paper.

II. VLIW INSTRUCTION-SET SYNTHESIS

Our research aims at automatic synthesis of a VLIW ASIP architecture capable of satisfying the timing constraints, and efficient execution of a given (part of an) application. We try to achieve this through careful construction of an instruction-set for the ASIP in a process called instruction-set synthesis. This process includes, but is not limited to, proposing custom operations based on recurring operation patterns of the application and removing unused operations and related hardware from the architecture template of a generic ASIP. The ASIP architecture template involves several issue-slots. Each issue-slot can be connected to one or more register files and can execute a single (pipelined) operation every clock cycle.

Three main sub-problems can be recognized in the instruction-set synthesis for VLIW processors: identifying relevant recurring operation patterns in the target application and proposing possible custom operations, partitioning the application (part) to be executed on a set of parallel issue-slots,
and selecting an instruction-set for each issue-slot such that the entire application is covered, while satisfying the application timing constraints and optimizing the required area and power consumption trade-off.

In order to formulate the instruction-set synthesis problem, bounds on the design space are required, and, in particular, a bound on the number of issue-slots that can be utilized to a reasonable degree by a given application part. This bound can be used to constrain the size of the instruction-set synthesis design space as well as to predict the size and performance of the resulting ASIP architecture. The main goal of the research reported in this paper is, therefore, to provide an upper-bound on the amount of parallelism of a given application and to propose how to use this bound to constrain the number of issue-slots considered in our formulation of the application partitioning and ASIP architecture synthesis problem.

III. PARALLELISM ESTIMATION METHOD

The method presented in this paper is limited to predicting the parallelism of a simple straight-line (sequential) code, called basic blocks. The first part of this section presents the application model and the second part, the four parallelism estimation methods.

A. Application Model

As in [14], the application is represented by a Directed Acyclic Graph (DAG) \( G(V,E) \) with operations \( V = \{v_i : i = 0, \ldots, N\} \) and operation dependencies \( E = \{(v_i,v_j) : i, j = 0, \ldots, N\} \) (e.g. Figure 1a). Nodes \( v_0 \) and \( v_N \) are special nodes, which are added to the original graph to make the graph polar. They do not represent any operation and, therefore, have an execution time of 0. These nodes provide a clearly defined source (\( v_0 \)) and sink (\( v_N \)). We also use the algorithms for As Soon As Possible (ASAP) scheduling and As Late As Possible (ALAP) scheduling described in [14]. The results of scheduling are represented by vectors of operation start-times. The vector of ASAP scheduled operation start-times is defined as \( t^S \), where \( t^S_i \) denotes the start-time of operation \( v_i \). The latency \( \lambda \) of a DAG is defined as the number of time-steps required for executing the scheduled DAG, i.e. the difference between start times of the source and sink node (e.g. \( \lambda_{ASAP} = t^S_N - t^S_0 \)). The vector of ALAP scheduled operation start-times is similarly defined as \( t^L \). The application model assumes that all operations have an execution time of a single clock cycle.

The parallelism level \( \Phi_t \) of a DAG \( G \) at an instant \( t \in [0, \bar{\lambda}] \), with \( \bar{\lambda} \in \mathbb{N}^+ \) and \( \bar{\lambda} \) denoting the upper bound of the scheduled DAG execution latency, is defined as the number of operations that can be scheduled at the same instant \( t \) to be executed in parallel. An estimation of the parallelism level over the interval \([0, \bar{\lambda}]\) can be used to decide the parallelism level required to optimally execute the DAG.

B. Average Parallelism

A frequently used metric for estimating the parallelism of an application is the average parallelism, which is calculated by dividing the number of operations \( |V| \) over the latency bound \( \bar{\lambda} \) of the graph:

\[
\Phi_{\text{avg}} = \frac{|V|}{\bar{\lambda}} \tag{1}
\]

However, the calculation of the average parallelism does not take operation dependencies into account and, therefore, is not appropriate for an accurate estimation of the parallelism available in an application.

C. Maximum Parallelism

Another possible metric to decide the required number of parallel resources is the maximum parallelism. An upper bound on the maximum parallelism of a DAG can be computed by finding the maximum number of operations \( v_i \) which actually can be scheduled in a time-slot \( t \) due to the dependencies of the graph:

\[
\Phi_{\text{max}} = \max_t \{ \Phi_t \} = \max_{t \in (0,...,\bar{\lambda})} \{ v_i \in V : t^S_i \leq t \leq t^L_i \} \tag{2}
\]

This formulation uses the ASAP \( t^S_i \) and ALAP \( t^L_i \) scheduled start times of the operations \( v_i \), where the time interval \([t^S_i, t^L_i]\) is called the schedule mobility of \( v_i \).

Figure 1 illustrates the maximum parallelism with an example. Figure 1b shows the schedule mobility as horizontal blue bars using ASAP and ALAP scheduling times calculated for \( \bar{\lambda} = 5 \). The maximum overlap in the schedule mobility provides the first parallelism estimate \( \Phi = 3 \) (c.f. Figure 1b). However, in this example, \( \Phi \) is overestimated because data dependencies limit the scheduling choices highlighted by the schedule mobilities (e.g. \( v_3 \) depends on \( v_1 \)).

D. Maximum Required Parallelism

As shown in the previous example, the maximum parallelism provides an upper-bound on the operation-level parallelism provided in an application part. However, a more efficient schedule providing the same latency while using fewer resources is possible with graphs showing a high level of parallelism in a limited zone of the DAG, as illustrated in Figure 2. When determining the maximum parallelism for this second example we find that both partitions \( \{v_m, \ldots, v_h\} \) and...
(v_p, ..., v_q) can be scheduled in parallel. However, if the group of operations (v_n, ..., v_n) is rescheduled in parallel with the operation v_x, the parallelism of the DFG is tremendously reduced without increasing the latency of the final schedule.

Such an over-estimation of the required operation-level parallelism can result in a significant increase of the design space for our VLIW instruction-set synthesis problem. Therefore we define a more tight bound on the parallelism as required by the input DAG. Such an over-estimation of the required operation-level parallelism is defined as the maximal number of operations v_x, ..., v_q that can be scheduled in parallel. However, if the group of operations v_n, ..., v_n is rescheduled in parallel with the operation v_x, the parallelism of the DAG is tremendously reduced.

Fig. 2. A very wide DAG with multiple paths scheduled for (a) maximum parallelism, and (b) maximum required parallelism

E. Maximum Required Parallelism Using a Heuristic

For a given value of Φmax, it is possible to use a resource-constrained scheduler (e.g., implementing list scheduling) to determine the scheduled latency of a DAG given a constraint on the parallelism. Using this scheduler, we can perform a search for the maximum required parallelism to schedule the DAG within the range {1, ..., Φmax}. The efficiency of this search can be enhanced by using a binary search strategy due to the monotonic nature of the scheduling problem. Algorithm 1 shows a procedure based on binary search which estimates the maximum required parallelism of a DAG for a given upper bound of the DAG execution latency λ. Since list scheduling can be performed in O(|V|), and the binary search across {1, ..., Φmax} is performed in O(log Φmax), with Φmax ≤ |V|, Algorithm 1 can be implemented with a complexity of O(|V| log |V|).

Algorithm 1 Parallelism estimation

Require: DAG G(V, E) and latency bound λ
Ensure: Calculate the parallelism Φ of G such that the scheduled latency λ is the gratest integer inferior to λ
1: t_p ← ASAP (G)
2: λ_min ← t_p
3: if λ < λ_min then
4: return error {infeasible latency bound}
5: end if
6: t_l ← ALAP (G, λ)
7: Φ_max ← max_{t;0,...,λ} |v_i ∈ V : t_p ≤ t ≤ t_l|
8: Φ_min ← 1
9: while Φ_max > Φ_min do
10: Φ_pivot ← [(Φ_max + Φ_min) / 2]
11: λ ← Schedule (G, Φ_pivot)
12: if λ > λ_min then
13: Φ_min ← Φ_pivot + 1
14: else
15: Φ_max ← Φ_pivot
16: end if
17: end while
18: return Φ ← Φ_min

Algorithm 2 Constraint-set for solving maximum required parallelism

Require: DAG G(V, E) and latency bound λ
Ensure: Calculate the maximum parallelism Φ_max of G such that the scheduled latency λ is inferior to λ
1: t_i ∈ (0, ..., λ - 1)
2: for all (v_i, v_j) ∈ E do
3: impose t_i + 1 ≤ t_j
4: end for
5: impose Φ_max = max_{t;0,...,λ} |v_i ∈ V : t_i = t|

Require: A lower bound on the parallelism Φ_max
Ensure: Minimize Φ_max

F. Maximum Required Parallelism Using Constraint Programming

Another way of finding the maximum required parallelism is through constraint programming. Algorithm 2 lists the constraint programming formulation used for describing the maximum required parallelism. This formulation first defines the range of valid schedule times for all operations to be between 0 and the latency bound λ-1. Secondly, it constrains the set of possible solutions to adhere to the operation dependencies as required by the input DAG. Thirdly, the maximum parallelism is defined as the maximum number of operations scheduled at any instant t. Finally, this maximum parallelism is minimized, thus resulting in a maximum required parallelism when the search is completed.

IV. EXPERIMENTAL RESEARCH AND EVALUATION

To perform the experimental research and evaluation of the methods. The parallelism estimation algorithms presented in the previous section have been implemented as analysis passes of the LLVM compiler framework [13], working on the platform independent LLVM intermediate representation. The maximum parallelism estimation method using constraint programming was implemented by combining the LLVM framework with the Gecode [15] constraint programming framework. All parallelism estimation methods have been evaluated using the IDCT and IQZZ functions taken from a JPEG decoding application, a five point FIR filter, matrix-matrix and matrix-vector multiplication, and DES encryption. These functions have been optimized using the existing LLVM
passes at optimization level -O3 and a fully unrolled version of both the IDCT and IQZZ benchmarks was also considered. The experiments were performed on the 10 largest basic blocks available in our benchmark collection. The sizes of these blocks ranged from 14 to 802 operations.

The experimental results show that, though $\Phi$$_{\text{avg}}$ does approach $\Phi$$_{\text{req}}$, $\Phi$$_{\text{avg}}$ is always an underestimate of $\Phi$$_{\text{req}}$ but, after rounding up, diverges by an average of 19% (0.81x). The maximum parallelism $\Phi$$_{\text{max}}$ however, overestimates $\Phi$$_{\text{req}}$ by up to 16x (des) and on average by 6x. The heuristic method $\Phi$$_{\text{heur}}$ overestimates $\Phi$$_{\text{req}}$ by 1.45x on average (and up to 2.7x). The constraint programming method gives the best results. Indeed, it finds a proven minimal $\Phi$$_{\text{req}}$, but takes an order of magnitude more time to compute when compared to the heuristic method.

When comparing the four parallelism estimation methods, we find that the constraint programming method provides the best, proven, upper bound on the required parallelism while requiring more time to compute than the heuristic method. Moreover, we also want to note the quality of the estimation provided by the average parallelism, which, even though it does not provide an upper-bound on parallelism, is capable of estimating the required parallelism in our benchmark set with enough accuracy for manual engineering purposes.

V. PREVIOUS RESEARCH ON PARALLELISM ESTIMATION

Previous research proposes many techniques to schedule applications onto a hardware platform. However, such algorithms usually assume a fixed set of resource constraints [16]–[20], while time-constrained variations [21] are much less frequently used. This is especially true when considering scheduling for VLIW processors, where scheduling and partitioning are only considered after the hardware has been determined. Therefore, some scheduling and mapping techniques have been borrowed from the high level synthesis field, where time-constrained scheduling is more common. However, such techniques only incorporate either scheduling or partitioning, but not both together as required for VLIW processors.

The constraint programming method presented in this paper provides a proven bound on the maximum required parallelism. We are not aware of any other works capable of providing a proven bound on the parallelism of an application as required for an automatic VLIW processor instruction-set synthesis.

VI. CONCLUSION

This paper has discussed and compared several parallelism estimation methods which compute the maximum required parallelism for a VLIW type architecture based on the dependency graph of the target application. The presented methods have been evaluated. The method utilizing constraint programming provides an exact, proven, bound on the number of issue-slots required for automatic instruction-set synthesis for VLIW processors.
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