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Abstract—Tasks executing on general purpose multiprocessor platforms exhibit variations in their execution times. As such, there is a need to explicitly consider robustness, i.e., tolerance to these fluctuations. This work aims to quantify the robustness of schedules of directed acyclic graphs (DAGs) on multiprocessors by defining probabilistic robustness metrics and to present a new approach to perform robustness analysis to obtain these metrics. Stochastic execution times of tasks are used to compute completion time distributions which are then used to compute the metrics. To overcome the difficulties involved with the max operation on distributions, a new curve fitting approach is presented using which we can derive a distribution from a combination of analytical and limited simulation based results. The approach has been validated on schedules of time-critical applications in ASML wafer scanners.

I. INTRODUCTION

High performance special purpose platforms have architectures that are designed to be specific to the applications running on them and have the advantage of high predictability. As such, there is little variation in the execution times of the applications running on them. Due to the high cost of making such application specific platforms, current trends show a shift towards general purpose platforms. With the advent of multi-cores, demands of complex embedded applications can be met also by general purpose platforms. However, these platforms suffer from low predictability and exhibit fluctuations in execution timings. Hence, there is a need to cope with these fluctuations and to be robust in nature.

Scheduling and analysis of applications in classical real time approaches mostly take the worst case execution timings into account. If a static order multiprocessor schedule of an application meets its latency requirements in the worst case, it is highly robust. However in the applications of modern high tech equipment such as wafer scanners, printers or healthcare equipment, execution timings vary in such a way that most occurring (nominal) execution times typically show a big difference with the worst case and are closer to the best case execution times. Scheduling of applications for the worst case is either always infeasible or requires excessive resources to meet latency requirements. Hence scheduling is usually done for the nominal case. However, tasks can violate their latency requirements due to execution time variations. This raises the concern that schedules running on general purpose multiprocessor platforms must be robust to be able to cope with these fluctuations with low probability of resulting in failures.

To produce schedules that are maximally robust against execution time fluctuations, we need to design robust schedulers. This requires two steps. The first step is the analysis of the robustness of schedules. The second step is robust scheduling which uses the robustness analysis to steer scheduling decisions. This work focuses on the first step by establishing an approach that can be used to measure the robustness of schedules of DAGs on multiprocessors and their constituent tasks. Robustness of a task is defined as the probability of meeting its deadline. Robustness of a schedule is then defined as the (normalized) expected value of the number of tasks missing their deadline.

Since nominal execution times of tasks are mostly closer to the best case execution time than the worst case execution time, the probability density function of the task execution time is mostly not normally distributed but right skewed in nature. Multiprocessor schedules are characterized by dependencies that span along as well as across processors. Propagation of completion times along these dependencies requires a combination of convolutions and maximization operations to be performed on the task execution and completion time distributions. Since there are no known practical analytical means to compute the distribution of the maximum of stochastic variables that are skewed in nature (e.g. skew-normal or PERT), we devise an approach that combines the advantages of both analytical computations and simulations to accurately estimate the robustness of tasks and schedules. Apart from being skewed, we have information on the bounds of the distributions in the form of best-case and worst-case task execution times. The combination of the skewness and the boundedness requirements is met by the PERT distributions, as opposed to the skew-normal distributions which do not meet the boundedness requirement. We present a new approach that fits a PERT distribution on simulated histograms using analytically computed bounds. The techniques have been tested for scalability on very large applications of ASML wafer scanners.

The paper is organized as follows. Section II gives the related work in robustness analysis. Section III presents some preliminary definitions. Section IV presents the problem definition and summarizes the solutions approach applied in this work. Section V gives the major challenges of the analysis and Section VI gives the details of the proposed practical realization of the analysis. Section VII gives the experimental results and Section VIII concludes the paper.

II. RELATED WORK

A recent paper by Canon and Jeanot [9] evaluates several robustness metrics for DAG schedules and compares them. Among others it discusses a distance metric which measures robustness by comparing the cumulative distribution function
of a certain performance metric with and without perturbations to derive robustness measures [11]. However, in our work, we have a fixed schedule and fixed execution time distributions of tasks and we measure the robustness of the schedule under these given variations. We do not study any changing parameters that can cause perturbations, which makes the distance metric not applicable here. In [3], a metric called the ‘robustness radius’ is presented that is the smallest variation of a certain parameter that affects the system performance. Such kind of definition does not take into account probabilities that some parameter changes occur more often than others. Another metric is the slack mean which is the mean of the slack in the schedule [8]. Slack-based metrics to quantify robustness are also presented in [17]. These metrics are suitable when we do not have the stochastic execution time information that forms the basis of this paper. In our work, we utilize this stochastic information to derive deadline miss probability-based metrics to quantify DAG schedule robustness.

There is also literature that does express robustness in probabilistic terms. In [22], the deadline miss probabilities of tasks running on unreliable hosts is estimated. This work is different from ours since they study the availability periods of hosts and their effect on tasks meeting their deadlines. In our work we study robustness of schedules in relation to task execution time variations that are known beforehand and internal to the tasks. Another probabilistic metric is presented in [16] that gives the probability that the makespan is within two bounds. This can be used to address the deadline problem by assuming the upper bound on the makespan to be the deadline that needs to be met. However, the approach only looks at independent applications and hence the propagation of distributions avoids the need to consider synchronization and hence the need to compute the maximum of stochastic variables. In our DAG schedules, tasks on different processors have data dependencies between them. When a task has dependencies from two source tasks on different processors, the start time of the tasks is the maximum of the completion times of the source tasks requiring the analysis of the maximum of stochastic completion times.

The central limit theorem [14] states the convergence of many random variables (under certain fairly common conditions) to approximately a normal distribution under summation, but it does not apply to the maximum operator. In fact, it has been observed that the max of standard normal distributions can tend to be skewed depending on the difference in the standard deviations of the input terms. There are no known classes of continuous distributions that are closed under the maximum operation (such that the distribution of the maximum is also in the class). Work has been done to approximate the maximum of 2 or more standard normal random variables with another standard normal random variable up to a certain degree of accuracy such as presented in the work of Clark [10] and in [13], [5]. Computing the exact distribution of the maximum is especially hard in case of correlations among the input distributions. This comes with the cost of increased complexity as presented in [7]. However, we could not find methods of approximating the maximum of distributions that are skewed by nature. In the applications considered in the domain of this paper, the distributions of the execution times of tasks are most often skewed (right skewed with nominal values closer to min). Hence, we cannot use normal approximations without losing accuracy in the results.

Alternatively, one could approximate distributions with a limited number of discrete values. However, this results in exponential computational complexity as all combinations for different tasks need to be enumerated [6]. Another approach to this computation is the enumeration of all the critical paths leading to a particular node. The propagation of distributions along these individual paths follows the sum operator alone. Finally, maximization is applied to the distributions of all the critical paths. This approach separates the analysis into two parts: computing the timings of paths which can be computed with simple convolutions and which enjoy the central limit theorem and finally applying the maximization [2]. The drawback of this approach is the need to find the critical paths to be considered per node. For large schedules the number of critical paths that need to be detected can be very large.

Most approximation methods compare with extensive simulations to judge the accuracy of their approximations [19],[15]. This involves simulating a large number of samples to obtain the entire resultant distribution including the tails with often small probability mass that determine the deadline miss probabilities. This has the drawback of being too time consuming. In this work, we also use simulations, but we use the PERT distribution to shorten simulation times. The results of these quick simulations are combined with analytically computed bounds to obtain the distributions.

On the PERT fitting aspect, there exist distance metrics in the literature that can be used to evaluate the goodness of fit of distributions on samples of data [11],[12]. However, most of these metrics have a distribution of their own and studying these distributions gives an estimate on the closeness of the input distributions. In our work, we propose a new metric based on the inner product of distributions that returns a single value which gives an estimate of the closeness of two distributions. Combined with a divide and conquer search algorithm, it allows us to accurately and with low computational complexity fit a PERT distribution on the histograms obtained from limited simulations.

III. PRELIMINARIES

A task $A \in T \subseteq (\mathbb{R} \rightarrow \mathbb{R}_{\geq 0}) \times R \times \mathbb{R}_{\geq 0}^2$ is defined by a tuple $A = (p_A, r_A, d_A) \in (\mathbb{R}^{\geq 0} \rightarrow \mathbb{R}_{\geq 0}) \times R \times \mathbb{R}_{\geq 0}^2$ where $T$ denotes the set of tasks, $r_A \in R$ denotes the resource in $R$, the set of resources, $p_A$ denotes the probability density function for the continuous distribution of the execution time of the task $A$, and $d_A$ denotes the deadline of $A$. The random variable for the execution time of the task is denoted by $e_A$.

A dependency $(A, B) \in D \subseteq (T \times T)$ between two tasks $A$ and $B$ states that $B$ can begin its execution only after the completion of $A$.

A static-order schedule $S$ is a mapping $S : R \rightarrow T^*$ from the set $R$ of resources to an ordered list of tasks from $T$. We assume a schedule to be a fixed binding and execution order of tasks on processors, according to which we perform robustness analysis of run-time scheduling. Given a schedule, the tasks have (stochastic) start and completion times. For task $A$, we let $s_A$ and $c_A$ denote the random variables for the start and completion time, respectively. The start time of the first task scheduled on a resource, without any predecessors, is 0. The completion times are derived by adding the task execution to the current resource completion time. Some tasks may have a fixed order dependent on the availability of resources.
times to the corresponding task start times. The probability density functions for the start time and the completion time of A are denoted by \( p_{\alpha}^A \) and \( p_{\beta}^A \) respectively.

A PERT distribution \([21]\) is a version of the Beta distribution and is defined by three parameters, namely the minimum (min), the most likely value (node) and the maximum (max). It derives its name from the PERT (project evaluation and review technique) networks, a statistical tool used in project management to analyse, with respect to their timings, the tasks involved in completing a project.

A modified PERT distribution is a variant of the PERT distribution developed by David Vose and allows producing shapes with varying degrees of uncertainty by means of a third parameter, gamma (\( \gamma \)), that scales the width (variance) of the distribution. In the standard PERT, \( \gamma = 4 \) and upon increasing the value of \( \gamma \), the distribution becomes more concentrated around the mode. On the other hand on decreasing the value of \( \gamma \), the distribution gets more spread out between the min and max. Figure 1 shows the standard PERT distribution with \( \gamma = 4 \) and the modified PERT distributions obtained by increasing the values of \( \gamma \) and their fitting on a histogram for a particular task in the ASML schedules. The probability density function for the modified PERT distribution with min, max, mode and \( \gamma \) as parameters is given by the following equation:

\[
p(x) = \begin{cases} 
\frac{(x-min)^{\alpha_1-1}(max-x)^{\alpha_2-1}}{\beta(\alpha_1,\alpha_2)(max-min)^{\alpha_1+\alpha_2-2}} & \text{min} \leq x \leq \text{max} \\
0 & \text{otherwise}
\end{cases}
\]

where the shape parameters \( \alpha_1 \) and \( \alpha_2 \) are given in Equation 1 and the beta function \( \beta(\alpha_1,\alpha_2) \) is given in Equation 2.

\[
\alpha_1 = 1 + \gamma \left( \frac{\text{mode} - \text{min}}{\text{max} - \text{min}} \right); \alpha_2 = 1 + \gamma \left( \frac{\text{max} - \text{mode}}{\text{max} - \text{min}} \right)
\]

\[
\beta(\alpha_1,\alpha_2) = \int_0^1 t^{\alpha_1-1} (1-t)^{\alpha_2-1} dt
\]

IV. PROBLEM DEFINITION AND SOLUTION APPROACH

A DAG schedule is a fixed static order and binding of tasks on a multiprocessor. Tasks in a schedule have dependencies between them both along and across processors. We make two additional assumptions: (1) Task execution time distributions are known and have finite support, i.e., lower and upper bounds outside of which the probability density is zero. A deadline is given for each task. (2) Execution times of tasks are independent. In reality positive or negative correlations between execution times of tasks may exist, but the focus of this work is to study how robustness of schedules is influenced by scheduled order and synchronization of the tasks.

A. Problem Statement

Robustness is a measure of the tolerance of a task or schedule to variations in the execution times of tasks. Tolerance is measured by the probability that the tasks in the schedule still meet their deadlines in the presence of these variations. First, robustness of tasks to missing their deadlines is defined and from that robustness of the schedule as a whole is defined. The statement of the problem being dealt with in this paper is:

“Given static-order schedule S, what is the robustness of S and its constituent tasks?”

B. Challenges

To obtain deadline miss probabilities, we need to derive task completion time distributions from task execution time distributions and the given schedule. There are two obvious approaches to doing this: (1) compute the completion time distributions analytically, (2) use the execution time distributions to draw execution time samples and perform extensive simulations to obtain the full completion time distributions. However, computing the completion time distributions analytically is highly complex due to the presence of the max operations owing to the dependencies between the tasks. This will be further elaborated in Section V. On the other hand performing simulations alone will require us to perform extensive, time consuming simulations to be able to derive full completion time distributions with sufficiently accurate tails to estimate deadline miss probabilities. Instead, we use an approach which combines limited simulations with analytically computed bounds to estimate the completion time distributions.

C. Solution Approach: Overview

In this subsection we summarize the overall approach of the paper. Deadline miss probabilities can be derived from the distributions of the completion times of the tasks and their deadlines. Before we can compute the completion time distributions, we need task execution time distributions. These are typically approximated using statistical data from measurements. We present a curve fitting approach that can be used to fit a PERT distribution on histograms obtained from such measurements, as shown in Figure 2(a). Due to the difficulties of performing max and plus operations on distributions \([6]\), this cannot be done entirely analytically. On the other hand, performing only simulations produces insufficient rare deadline misses depending on the length of the simulations as shown in Figure 2(b) and (c). Hence, we instead approximate the completion time distributions as PERT distributions using analytically computed upper and lower bounds and data from limited simulations, carried out by drawing samples from the given PERT execution time distributions. This is shown in Figure 2(d). Once we have obtained the estimates of the completion time distributions, we can calculate task robustness as the red shaded portion of the area under the density function.
in Figure 2(e). Schedule robustness is then quantified as the expected number of task deadline misses. Although not a focus of this work, it might be possible to adapt the fitting algorithms to apply the overall approach even when the distributions are not PERT-like.

V. CHALLENGES OF THE ANALYSIS

In this section we explain in some detail the analytical model and the reasons for its complexity. This is followed by an explanation on why an approach using only simulations is also not practically feasible.

A. Analytical approach only

Since we want to compute the deadline miss probabilities of all tasks in the schedule, we need to compute and propagate the completion time distributions per task. Computing these distributions under the maximum operation is very difficult as is explained below. Given the start and execution time distribution of a task \( A \), the completion time distribution is the distribution of their sum and is computed as follows.

\[
p_A^\text{c}(t) = \int_0^\infty p_A^\text{s}(t') \cdot p_A^\text{c}(t - t') dt'
\]

(3)

The start time of a task without predecessors, when there is no task scheduled on its resource \( r \) is \( 0 \), and its distribution is as follows (\( \delta(t) \) represents the Dirac \( \delta \)-function).

\[
p_A^\text{s}(t) = \delta(t)
\]

(4)

The start time of a task which has no predecessors but has tasks scheduled before it on its resource \( r \), with \( \text{before}(r, A) \) being the last task scheduled on \( r \) before \( A \), is the completion time of \( \text{before}(r, A) \).

\[
p_A^\text{s}(t) = p_{\text{before}(r, A)}^\text{c}(t)
\]

(5)

The start time of a task \( A \) with predecessors is the maximum of the completion time of the last completing predecessor \( (\text{lastPred}(A)) \) and that of \( \text{before}(r, A) \).

\[
s_A = \max(c_{\text{before}(r, A)}, c_{\text{lastPred}(A)})
\]

(6)

The corresponding start time distribution is computed as follows.

\[
p_A^\text{s}(t) = \int_t^\infty p_{\text{before}(r, A)}^\text{c}(t') \cdot p_{\text{lastPred}(A)}^\text{c}(t - t') dt' + p_{\text{lastPred}(A)}^\text{c}(t) \int_t^\infty p_{\text{before}(r)}^\text{c}(t') dt'
\]

(7)

If the completion times of \( \text{lastPred}(A) \) and \( \text{before}(r, A) \) are dependent, due to the existence of dependencies to common tasks, one would have to resort to computing it from the joint distribution of \( \text{lastPred}(A) \) and \( \text{before}(r, A) \).

\[
p_A^\text{s}(t) = \int_t^\infty p_{\text{before}(r, A), \text{lastPred}(A)}^\text{c}(t, t') dt' + \int_t^\infty p_{\text{lastPred}(A), \text{before}(r, A)}^\text{c}(t', t) dt'
\]

(8)

Such a joint distribution also includes the information about the correlation between the individual completion time values of the tasks. As such, obtaining this distribution is difficult in practice. The completion time distribution can be computed from the start time distributions using Equation 3. However, obtaining the start time distributions is hard even without correlations. This is because there are no continuous distributions that are known to be closed under the max operation, which captures synchronization on input dependencies and execution times. Hence, even if \( p_{\text{before}(r, A)}^\text{c} \) and \( p_{\text{lastPred}(A)}^\text{c} \) are known distributions, the distribution of their max need not be the same or even a known distribution. Also, if \( p_{\text{before}(r, A)}^\text{c} \) and \( p_{\text{lastPred}(A)}^\text{c} \) are the max of certain other distributions (from earlier in the schedule) then it is possible that their properties are already not known. Due to this it becomes very hard to compute their integrals. Alternatively we could consider discrete enumerations of \( p_{\text{before}(r, A)}^\text{c} \) and \( p_{\text{lastPred}(A)}^\text{c} \) for the computation. We would then need to compute the max (or sum) for each combination of discrete values from them. The complexity of this computation grows exponentially in the size of the task graph and the number of possible discrete values [18]. This is clear when we consider a schedule with \( n \) tasks and each task has \( m \) possible values for its execution time. The number of possible values for the completion time is \( m^n \). Industrial schedules may have thousands of tasks executing on general purpose platforms and exhibiting large variations in their execution timings. To avoid the exponential complexity of such a discrete approximation, we should instead be able to somehow approximate the resultant distribution to some known distribution with parameters computed in terms of the parameters of the input distributions. However, as already seen in Section II, there are also no known analytical approximations for the parameters of the max of skewed distributions. As such, we could not compute the completion time distributions of tasks analytically alone.

B. Simulations only

Simulations are performed on the schedules by drawing samples from the task execution time distributions. Extensive simulations to obtain a large number of completion time
samples can be used to estimate the entire completion time distributions. The advantage of this approach is that we do not need to keep track of the correlations between the various distributions since they are inherently carried across in the simulations. The main drawback is that extensive simulations require a significant amount of time. In particular, simulating fewer samples results in the drawback that events with very low probability of occurrence (such as deadline misses often are) may not appear at all or too infrequently to accurately estimate their likelihood. As a result, with limited simulations we only obtain values around the most likely completion times and miss out those that are less likely. In this scenario, we will find the probability of missing deadlines to be estimated very inaccurately. Hence, we need an approach that combines the accuracy of the analytical approach to obtain rare events with the strength of simulations to generate mass around the most likely events and to naturally handle correlations, to obtain completion time distributions.

VI. PROPOSED ROBUSTNESS ANALYSIS APPROACH

We assume that task execution time distributions are known apriori. Mostly in reality, the information known about task execution times is limited to measurements. These measured discrete values can be classified into histograms. In order to obtain distributions for task execution times, the histograms are fitted with continuous PERT distributions. The following section explains our approach to fit a PERT distribution on execution or completion time histograms.

A. Curve fitting PERT on histograms

We define an approach to fit a PERT distribution to an execution time histogram. A histogram is a means of categorizing data samples into a number of bins. These bins are identified by a specific range or bin-interval and the width of the interval is the bin-width represented as $\Delta$. In this paper, we consider all bins of a histogram to be of the same width. The normalized height of the bin is given by the number of elements falling within the bin interval divided by the total number of elements in the histogram. We obtain the frequency density by dividing the height of the bin with the bin-width. The number $b$ of bins is a parameter of our approach. Depending on the number of samples, the value of $b$ must be chosen taking into account the trade-off between the fine-grainness of the bin-intervals and the irregularities in the resultant bin heights due to the limited statistical information. The parameters of a PERT distribution are $\text{min}$, $\text{max}$, mode and $\gamma$. In case of the execution time distributions, the $\text{min}$ and $\text{max}$ are set to be the leftmost and the rightmost points, respectively, on the x-axis of the histogram. For the completion time distributions, we use analytically computed bounds as $\text{min}$ and $\text{max}$ which will be further elaborated in Section VI-C. We compute these bounds analytically since they can be efficiently computed and the simulations are too limited to obtain these extreme values as already explained in Section V-B. With this information, the aim of the curve fitting approach is to derive the mode and $\gamma$ for the PERT distribution with the best fit on the histogram. In order to define the best fit of one distribution on another, we need a metric that quantifies the fit between two distributions.

**Definition 1:** ($L^2$ FUNCTIONS) A function $f(x)$ is said to be square integrable if $|f|^2 = \int_{-\infty}^{\infty} f(x)^2 dx$ is finite. An $L^2$ function is a function that is square integrable. In such a case $|f|$ is called its $L^2$-norm.

**Definition 2:** ($L^2$ INNER PRODUCT) Given two $L^2$ functions $f$ and $g$, their inner product is given by

$$\langle f, g \rangle = \int_{-\infty}^{\infty} f(x) \cdot g(x) \, dx,$$  \hspace{1cm} (9)

Note that $|f|^2 = \langle f, f \rangle$.

Based on the above definitions, we define the curve fitting metric using the normalized inner product of the PERT and the histogram as follows:

**Definition 3:** (CURVE FITTING METRIC) Given a PERT distribution $p$ and a histogram $h$, both $L^2$ functions, their curve fitting metric ($M_{(p,h)}$) is defined by

$$M_{(p,h)} = \frac{\langle p, h \rangle}{|p| \cdot |h|}$$  \hspace{1cm} (10)

We normalize the inner product with the $L^2$ norms of the PERT and the histogram. This is to scale their respective lengths in order to obtain a metric in the range $[0,1]$ that describes how well a PERT curve fits on a histogram. Since the histogram is discrete with a fixed number of bins $b$, each density value can be obtained using the rectangular function. We use $\delta_\Delta$ to denote a rectangular function over a bin width $\Delta$ and height $\frac{1}{\Delta}$, centered from 0 to $\Delta$.

$$h(x) = \sum_{1 \leq k \leq b} h_k \cdot \delta_\Delta(x - l_k)$$  \hspace{1cm} (11)

where $l_k$ is the left boundary of the $k^{\text{th}}$ bin and $h_k$ is its normalized height obtained by dividing the number of the elements in the bin with the total number of elements in the histogram. Given this, the inner product of $h$ and the continuous PERT distribution $p$ is computed as follows.

$$\langle p, h \rangle = \int_{-\infty}^{\infty} p(x) \cdot \sum_{1 \leq k \leq b} h_k \cdot \delta_\Delta(x - l_k) dx$$

$$= \frac{1}{\Delta} \sum_{1 \leq k \leq b} h_k \int_{l_k}^{r_k} p(x) dx,$$  \hspace{1cm} (12)

where $l_k$ and $r_k$ are left and right boundaries of the $k^{\text{th}}$ bin.

To obtain the curve fitting metric of Equation 10, we divide the inner product of $p$ and $h$ by both their $L^2$ norms obtained by taking the square root of their respective $L^2$ inner products. Using Definition 2 and Equation 11, the $L^2$ inner product of the discrete histogram $h$ with itself can be computed.

$$\langle h, h \rangle = \int_{-\infty}^{\infty} \sum_{1 \leq k \leq b} h_k \cdot \delta_\Delta(x - l_k) \cdot \sum_{1 \leq k \leq b} h_k \cdot \delta_\Delta(x - l_k) dx$$

$$= \frac{1}{\Delta^2} \sum_{1 \leq k \leq b} h_k \cdot h_k \cdot \Delta = \frac{1}{\Delta} \sum_{1 \leq k \leq b} h_k^2$$  \hspace{1cm} (13)

where $\Delta$ is the bin-width of the bins of the histogram.
The $L^2$ inner product of $p$ with itself can be reduced to the following expression from the PERT equations in Section III (we used Mathematica for the reduction).

$$
\langle p, p \rangle = \frac{\Gamma(2\alpha_1 - 1) \cdot \Gamma(\alpha_1 + \alpha_2)^2 \cdot \Gamma(2\alpha_2 - 1)}{(\max - \min) \cdot \Gamma(\alpha_1)^2 \cdot \Gamma(\alpha_2)^2 \cdot \Gamma(2(\alpha_1 + \alpha_2 - 1))},
$$

where $\Gamma(n)$ is the Gamma function [4] on $n$.

B. Divide & conquer search for best fit

In order to find the best fitting PERT distribution, we need to find the mode and $\gamma$ parameters that give us the highest value for the curve fitting metric with the histogram. We use a divide & conquer search (DCS) approach given in Algorithm 1. The algorithm efficiently searches for a local maximum in a function of two variables on a given interval. The algorithm is used with the function that returns the metric $M_{(p,h)}$ for a given histogram $h$ and PERT distribution $p$ with parameters $m$ and $\gamma$, where $m$ and $\gamma$ are the mode and $\gamma$ parameters. The search converges quickly without requiring a search through all the points in the search space. To compute the best mode and $\gamma$ combination, a nested divide & conquer search is applied. At the top level, the algorithm searches for the optimal mode. To compare different modes, we need to compute the value of the metric corresponding to this mode with its optimal value for $\gamma$. So for each chosen mode, a second level of divide & conquer search is applied to look for the optimal $\gamma$, as given in Algorithm 2. Algorithm 1 takes as input the range for the mode values $\{m_{low}, m_{high}\}$, the range for the $\gamma$ values $\{\gamma_{low}, \gamma_{high}\}$ and the precision up to which we continue the search for the optimal mode and $\gamma$ denoted as prec and prec$. The lower and upper bounds on the mode are the left boundary of the first bin and the right boundary of the last bin, respectively. The lower bound on $\gamma$ is 4 (default value $\gamma$ for PERT distributions) and the upper bound is chosen to be a sufficiently large value $(10^4$ here) that does not exclude the optimum, based on experiments.

Algorithm 1 works by choosing four equidistant mode points ($m_1, m_2, m_3$ and $m_4$) covering the given range. When the distance between these points (interval) is below the precision $\text{prec}_m$ the while loop exits. For each of these four points, the optimal $\gamma$ and corresponding metric value ($M$) are computed using Algorithm 2. Algorithm 2 similarly employs a search on the $\gamma$ parameter. At each of these $\gamma$ points, with given mode, min and max, the value of the metric is computed with the formulae for the curve fitting metric given in Equation 10.

In both algorithms, based on the values of $M$ at these (mode or $\gamma$) points, the selectSegment function updates the left and right most points by eliminating at least one and sometimes two of the three intervals based on the values of the metric at each of the points and decides which segment(s) can contain the local maximum assuming uni-modal behavior of the function. For instance, if $M_1 < M_2$, $M_2 > M_3$ and $M_3 > M_4$, it indicates that the curve is increasing between $M_1$ and $M_2$ and decreasing between $M_2$ and $M_3$ and continues to decrease until $M_4$. As such the peak cannot lie between $M_3$ and $M_4$. The interval is reduced to $[M_1, M_3]$. By continuing the search in this manner, the interval between the points is reduced in every iteration of the loop to at most $2/3^d$ and possibly even $1/3^d$ of its original size. When the while loop exits the search returns the highest metric and the corresponding $\gamma$ (for Algorithm 2) or mode and $\gamma$ combination (for Algorithm 1) from the last four points. This algorithm has logarithmic complexity in the size of the interval and converges quickly. It is possible that the histogram being fitted using the DCS algorithm has multiple (local or global) peaks. In this case the algorithm tends to fit a PERT distribution with a mode either around one of the peaks or somewhere in between in such a manner that the overall curve fit is good. The speed of the divide and conquer is preferred over the accuracy of a full search. With respect to $\gamma$, we expect the function to be uni-modal; a proof of this conjecture remains to be done.

C. Obtaining completion time distributions: Combining analysis and simulations

To obtain the completion time distributions, we first analytically compute the $\min$ and $\max$ points of the PERT distribu-
tions from the bounds of the execution time distributions. Since the schedules are static-order, the best case and worst case completion times can be computed by considering all tasks in their best case and worst case execution times, respectively. In the static order schedule, the fixed execution order of tasks on processors and the processor to processor synchronization mechanism are monotone, i.e., when a task execution time increases, completion times of tasks that follow it in the schedule either remain the same or increase also. Hence, worst-case execution times of tasks are known to lead to worst-case completion times of other tasks and similarly for best-case. As a result, there cannot be any scheduling anomalies allowing for a straightforward computation of the bounds on the completion times of tasks. Once we have the min and max, we draw samples from the PERT execution time distributions and perform simulations to obtain completion time histograms. We then compute the mode and γ values that maximize the curve fitting metric of the PERT on the histogram, using the divide and conquer approach in Section VI-B. Note that the required number of simulations is relatively small, because we only need to estimate the PERT parameters rather than the full distribution, as demonstrated in the experiments section.

D. Robustness metrics

The robustness of a task can be obtained from the probability of missing its deadline. Given the distribution for the completion times of a task \( A \), the probability of missing its deadline \( d_A \) is computed as follows.

\[
P[c_A > d_A] = \int_{d_A}^{\infty} p_A(t)dt
\]

(15)

Given the modified PERT completion time distribution of a task \( A \) and its deadline \( d \), its probability of deadline miss is the cumulative probability density of the PERT from \( d \) to \( \max \). It can be computed by substituting the PERT equations from Section III to Equation 15 to obtain the following expression.

\[
P[c_A > d_A] = \int_{d}^{\max} \frac{(t - \min)^{\alpha_1 - 1}(\max - t)^{\alpha_2 - 1}}{\beta(\alpha_1, \alpha_2)(\max - \min)^{\alpha_1 + \alpha_2 - 1}} dt
\]

(16)

Robustness of the task is complementary to the probability of deadline miss, as given below.

\[
R_A = P[c_A < d_A] = \int_{0}^{d_A} p_A^c(t)dt
\]

(17)

Given the probabilities of deadline misses per task, we define a random variable \( X \) to express the number of tasks that miss their deadline in a schedule. The probability distribution for this random variable is a discrete distribution with probability values for any \( x \) tasks missing their deadlines.

\[
p(X = x) : \text{Probability that } x \text{ tasks miss their deadlines}
\]

(18)

The expected value of this random variable gives the expected value of the number of tasks that miss their deadlines in a schedule \( S \). It can be derived by taking the sum of the deadline miss probabilities of its constituent tasks. Note that this also applies if the completion time distributions of the tasks are dependent.

\[
EX = \sum_{A \in T} P[c_A > d_A] = \sum_{A \in T} (1 - R_A)
\]

(19)

Normalizing the expected value with the number of tasks in \( S \) and taking the complement is defined as a metric for the robustness of \( S \).

\[
R_S = 1 - \frac{\sum_{A \in T}(1 - R_A)}{|T|}
\]

(20)

The following section gives the experimental results obtained by applying this approach on real schedules.

VII. EXPERIMENTS AND RESULTS

We performed robustness analysis on the schedules of three critical applications of the latest innovation of ASML wafer scanners, the TWINSCAN NXE 3300B [1]. These lithography machines project the patterns of electronic circuits stored on reticles to flat silicon wafers with a precision of 22nm by exposing them to extreme ultraviolet light. The part of the machine where the exposure happens is called the wafer stage. It consists of chucks that are elements which hold the wafers and move under the light source with extreme accuracy to ensure the high resolution and overlay. One of the three applications analyzed is the Wafer stage, explained below. The two other applications we studied are the Wafer handler and Imaging control. We chose to present the Wafer stage in detail due to bigger size and higher complexity. The other two application gave us similar results. We computed PERT execution time distributions for tasks, based on available measurement statistics. We then performed robustness analysis by drawing samples from these distributions, simulating completion time histograms, and fitting PERT distributions with analytically computed bounds. The simulations were performed by converting the schedule models to discrete event simulation models in POOSL [20] and run with the Rotalumis simulation tool.

The wafer stage application is involved in ensuring the high speed movements of the wafer stage chucks and other components according to a motion profile in the nanometer range. It is a complex network of several communicating subsystems which control the movement of the chucks and exposure of the wafer. Its schedule consists of 4219 tasks running at a frequency of 10kHz on a platform consisting of 11 general purpose processors. We analysed the actual schedules on 80% of the processor budget, targeting the analysis to future high performance machines. This gives the tasks a deadline of 8 · 10⁻⁵s. There are also 22 critical tasks that send data to actuators; they have a much smaller deadline ranging from 40% to 45% of the processor budget translating to between 4 · 10⁻⁵ to 4.5 · 10⁻⁵s.
A. Evaluation of the robustness analysis approach

Simulating 1000 samples for the wafer stage schedule takes approximately 240s. The nested divide and conquer search takes approximately 0.1s per task. The value of the curve fitting metric obtained for all tasks of the wafer stage schedule is summarized in Figure 3. We can see that all tasks have a good curve fit value $M$ of above 94%. This shows that PERT is a good distribution for the completion times. To visualize how the PERT fitting is able to approximate mass around the rare events, we have also shown the PERT fit on the histograms of two tasks. Figure 4 shows a task with sufficient mass in the histogram to produce an accurate fit. On the other hand Figure 5 shows a task with missing mass around the rare events which is covered by the PERT distribution. The robustness of the wafer stage schedule, in terms of the expected value of the number of tasks that miss their deadlines from Equation 19, was found to be around 79 (which is around 2% of the tasks). The average of the number of tasks that miss deadlines in all the simulations was found to be around 78 with a variance of around 133 and standard deviation of around 11, which is close to the predictions. However, the simulations are not sufficient to accurately estimate robustness per task, and our method to assess schedule robustness is much faster than extensive simulations, as explained in the next subsection.

B. Validation with extensive (day-long) simulations

In order to validate our results we performed extensive simulations (24 hours) for the completion time of the task from Figure 5. We placed the histogram obtained from the extensive simulation on top of the PERT distribution fitted on the histogram of a limited simulation of 1000 runs from Figure 5. We consider a snapshot by zooming into the bottom portion to observe the outer bins of the histogram as shown in Figure 6. Note that the inner vertical lines are the outer edges of the outermost bins of the histogram from the limited simulation. Figure 6 makes it clear that the extensive simulation produced results outside of the bins of the histogram of the limited simulation. The probability of deadline miss assuming, for the sake of the example, a deadline of $16.2 \mu s$ is 0 from the limited simulation and $7.3 \cdot 10^{-4}$ from the PERT distribution. On the other hand, the probability of deadline miss at $16.2 \mu s$ is approximated as $9.1 \cdot 10^{-4}$ from the extensive simulation. This shows that the PERT derived from the limited simulation gives reasonable estimates for events that only occurred in the extensive simulation. The values of the curve fitting metric of the PERT on the extensive simulation is 0.9949 and on the limited simulation is 0.9925, which confirms that the PERT obtained from the limited simulation fits even better on the extensive simulation results. Hence, we observe that PERT is a good distribution to perform robustness analysis of a task, which cannot be done accurately with only limited simulations. From these results, we can conclude that the proposed approach is sufficiently fast to be practically useful,
whereas using extensive simulations to obtain statistically relevant results is not practically feasible.

VIII. CONCLUSIONS AND DISCUSSIONS

In this paper, we have presented an approach to perform robustness analysis of multiprocessor schedules. The overall approach addresses the complexity of performing max-plus operations on distributions by using a combined analytical and limited simulations-based approach. It uses a new curve fitting approach to derive the distributions needed for this analysis. The metrics that we obtain quantify the robustness of tasks and schedules. Our future aim is to approximate this analysis by using incremental simulations to reduce its run time even further in such a way that it can be incorporated within the scheduling loop. It can then be used to make decisions that steer the scheduler towards achieving more robust schedules. We also intend to study the effect of reducing the number of simulations on the accuracy of the results and perform a trade-off analysis between accuracy of results and computation times.

REFERENCES


